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Executive Summary

New digital technologies are transforming the practice of science. Science is now
increasingly computational, data-intensive, and collaborative because digital technologies
provide new ways for scientists to both create scientific information, and to communicate,
replicate, and reuse scientific knowledge and data. These same technologies are creating
important opportunities for international funding agencies to promote scientific
collaboration and to foster the replication and reuse of scientific information.

The U.S. National Science Foundation (NSF) held a workshop titled “Changing the Conduct
of Science in the Information Age” on November 12, 2010, to promote international
cooperation in such policy areas as the promotion of data access, the development of
technical solutions for open data platforms, and attribution for research contributions. This
report describes the discussions, findings, and suggestions generated by the distinguished
group of international workshop participants.

Participants identified a number of key findings with respect to data access. They noted
that the primary social barriers to data access include insufficient intellectual property
rights, the difficulty of documenting data for reuse, and problems associated with
protecting confidentiality and privacy. They also noted that a host of technical issues must
be addressed, including data control, security, long-term preservation, and stewardship.
Participants agreed that scientific information should be broadly defined to include both
data and code, and that knowledge sharing encompasses a variety of modes and methods.
They noted that scientific attribution is critical to establishing trust in the research
community and thus promoting knowledge access.

Workshop participants outlined a vision for the future that includes a framework for
openness and international standards for data and knowledge; reliable and unique
identifiers for individual researchers, organizations, and publications to create linkages
between publications and their appropriate data; continuous investment for data
preservation and access; and formal and informal training of students, researchers, and
funding agency personnel.

There was a strong consensus that this vision could be achieved with the help of a
concerted, collaborative effort by international funding agencies to:

(1) Establish a system of persistent identifiers for researchers and their outputs;

(2) Develop national and international pilot projects that compare different
technical solutions for establishing and maintaining open data platforms,
fostering the replication of scientific research, and ensuring attribution for the
intellectual contributions of researchers; and

(3) Foster formal and informal training to develop scientists’ skills in knowledge
and data access, as well as data analysis.
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1. Introduction

New digital technologies are transforming the practice of science. Science is now
increasingly computational, data-intensive, and collaborative because digital
technologies provide new ways for scientists to both create scientific information, and
to communicate, replicate, and reuse scientific knowledge and data. Two key elements
of this transformation are access to data and access to knowledge. Digital technology
can make data openly accessible to scientists, reducing data-management burdens,
formalizing generalizable and replicable science, and enabling new kinds of data-driven
science. Digital technology can similarly facilitate the dissemination and transmission of
knowledge by making information widely available electronically.

Institutional and professional barriers limit both data and knowledge access, however.
For example, the costs associated with data access, including storage, documentation,
and dissemination are not uniformly supported. Further, the current system of scientific
attribution does not capture the complexity of contributions to scientific knowledge.

International funding agencies have an important opportunity to change policies to
reduce these barriers. They could use digital technologies to promote scientific
collaboration, and to foster the replication and reuse of scientific information, thereby
changing the conduct of science. They could identify technical solutions for developing
and maintaining open data platforms to promote collaboration and cooperation, foster
the replication of scientific research, and ensure attribution for the intellectual
contributions of researchers (National Science Foundation 2010b).*

To examine how these barriers might be overcome by international funding agencies
and organizations supporting research, the U.S. National Science Foundation (NSF) held
a workshop titled “Changing the Conduct of Science in the Information Age” on
November 12, 2010. The workshop brought together members of the research
community, computer and information scientists, as well as behavioral and social
scientists, to identify guiding principles and approaches that could help inform
organizations that fund research, scientific research organizations, and publishing
houses.

The workshop placed questions into three categories:

e Technical constructs—What are the most important digital technologies
that could be used to facilitate access to data and knowledge? To what
extent is progress already being made, and how can progress be
accelerated? What role might the private sector play in facilitating change?

! References given in parentheses are listed at the end of this report.
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e Social constructs—What incentives are necessary to engage scientists in
making data accessible and shared with the broader community? What are
the appropriate business models necessary to promote connecting
publications to data? How might private-sector participants be engaged in
the effort? What are the social barriers to adopting and using unique
researcher numbers?

e The Pragmatic Experience—What lessons have been learned from Brazil’s
experience with the Lattes platform? What opportunities are possible as a
result of the establishment of the ORCID (Open Researcher and Contributor
ID) project? What can be learned from data preservation, libraries and other
coordinated data and publication efforts? What can be learned from
domain-specific successes?

2. Data Access

Access to data generated by the “data deluge” is
Exemplar: Sloan Digital Sky Survey

(SSDS)
The SDSS is a map of the universe

crucial.? Research reproducibility is critical (Hirsh
2010; Donoho 2010; Donoho et al. 2009), as
“[r]leplicability is a hallmark of science” (Boérner

2010), but research is only reproducible if the that was compiled from 1991 to

underlying data are accessible (Stodden 2010)
and reliable. The challenge is daunting: one
workshop speaker noted that the scientific

2008. It has generated 850 million
web hits in 9 years by 1,000,000
distinct users (globally there are

community now generates more data each year only 15,000 professional

than the entire sum of data produced in all prior astronomers). SDSS tops the
years combined (Seidel 2010). Much data are

inaccessible because of the dramatic increase in

astronomy citation list and has
delivered more than 100 billion
rows of data. It has facilitated both
remote collaborations and

the amount of “information which is ‘off the
records’ of science,
[and]

recorded in formal lab notebooks or laboratory

not available to peer

discoveries by amateur scientists

reviewers, in many cases not even

(http://www.sdss.org/).

information management systems”
(Pfeiffenberger 2010). A recent NSF/Office of Cyberinfrastructure (OCI) Grand
Challenges Task Force Report identified reproducibility of computational results as an

2 Recently held workshops and reports devoted to data access include the European
Commission’s High level Expert Group on Scientific Data, Riding the Wave: How Europe Can Gain
from the Rising Tide of Scientific Data, October 2010, available at
http://cordis.europa.eu/fp7/ict/e-infrastructure/docs/hlg-sdi-report.pdf; Yale Law School, Data
and Code Sharing Roundtable, November 21, 2009. See also
http://www.law.yale.edu/intellectuallife/codesharing.htm, and “A Special Report on Managing
Information: Data, Data Everywhere,” The Economist, February 25, 2010, available at
http://www.economist.com/node/15557443.



http://www.nsf.gov/cgi-bin/good-bye?http://www.economist.com/node/15557443
http://www.nsf.gov/cgi-bin/good-bye?http://www.law.yale.edu/intellectuallife/codesharing.htm
http://www.nsf.gov/cgi-bin/good-bye?http://cordis.europa.eu/fp7/ict/e-infrastructure/docs/hlg-sdi-report.pdf
http://www.nsf.gov/cgi-bin/good-bye?http://www.sdss.org
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imperative challenge for the computational sciences (National Science Foundation
2010), and a roundtable at Yale University published a declaration urging reproducible
computational research through the sharing of data and code (Yale Law School
Roundtable on Data and Code Sharing 2010).

“Information overload” is a related challenge, where the frequency or volume of
available data overwhelms the ability of an individual or organization to usefully
process, classify, manage, or analyze them (Elias 2010). Much is inaccessible due to
technical difficulties accessing the proliferation of different types of data available to
researchers, including numerical arrays and experimental results (Stodden 2010).

Participants noted that funding agencies should act due to abundant evidence that data
access is valuable in advancing science (Raddick and Szalay 2010; Donoho et al. 2009).
This includes remote collaborations among scientists, such as those using data available
through the Sloan Digital Sky Survey (see Exemplar) (Raddick and Szalay 2010; Neylon
2010a), European Supersites for Atmospheric Aerosol Research (EUSAAR), or
biodiversity research (Wood 2010). A cyber community has collaborated on
infrastructure development to advance biodiversity research. The European Space
Agency validates satellite Earth observation data, CERN (The European Organization for
Nuclear Research) enables the grids for e-science, and the Global Biodiversity
Information Facility (GBIF) and Encyclopedia of Life (EOL) facilitate data access (Raddick
and Szalay 2010). Data accessibility has also helped citizen science flourish (Raddick and
Szalay 2010; Hirsh 2010; Stodden 2010), and it has contributed to the concept of
“collective intelligence,” which “seeks to understand [the] new ways in which people
collaborate and create outcomes that are integrally about large groups of participating
individuals, as much as they are about the new technologies that underlie them” (Hirsh
2010). Academic research may also be enriched by greater access to the abundance of
data already being collected in the public and private sectors (German Data Forum
(RatSWD) 2010), provided that privacy and proprietary rights are protected.

The workshop participants discussed the social and technical challenges associated with
promoting data access.

2.1. Social Challenges

Workshop participants agreed that the primary social barriers associated with data
access include insufficient intellectual property rights, the difficulty of documenting data
for reuse, and the problems associated with protecting confidentiality and privacy.

There was agreement that academic institutions do not completely recognize the
ownership and intellectual property rights relating to data production and sharing.
There are also legal constraints: current copyright and other intellectual property laws in
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many nations present legal barriers to fully sharing data, articles, papers,

methodologies, and code.

Workshop participants also noted that any comprehensive data-access plan must
resolve the tension between confidentiality and openness (Schutz 2010). As the
European Union has acknowledged, “[ilnnovation is important in today’s society, but
should not go at the expense of people’s fundamental right to privacy”(EU NewsBrief
2010). While the German Data Forum has recognized the enormous research potential
of allowing access to official census data and other sources of public data, it has also
emphasized respect for individual privacy and the need to protect individually
identifiable data (RatSWD) 2010).
administrative restrictions on the reuse of data sets containing personally identifiable

(German Data Forum Legal, ethical, and
information, such as income, health, and criminal records (Elias 2010), are intended to
safeguard human subject privacy, ensure subject consent for the use of personal data,
or provide stewardship. These restrictions are often applied to data sets gathered and

maintained by national statistical offices and agencies.

Participants made a number of suggestions for addressing social challenges related to
data access. “Persuasive” incentives, such as attribution or linking data sets to
subsequent publications, are needed to encourage researchers to give the wider
research community access to their data (Pfeiffenberger 2010). Moreover, it is
important to “value the publication of data (and software) as potentially equivalent to
articles about conclusions, methods, instrumentation, models, algorithms and whatever
is considered a legitimate object of publication” (Pfeiffenberger 2010). Published data
could serve as an assessment and certification of quality, much as the publication of a
peer-reviewed academic article represents the vetting of an argument or concept, and
allow data sets to become part of “the scientific record” (Pfeiffenberger 2010). In
addition, researchers that have openly provided their data to others should be

recognized through attribution in any

subsequent publication that makes use of | Exemplar: Earth System Science Data The

the data (Trasande and Hannay 2010). Data Publishing Journal provides quality

assessments for data sets that reside in

One option for resolving the conflicts | o manent repositories. The journal maps

between reproducibility and copyright law
is the development of an Open Research
License (ORL) to “encourage researchers

peer-review criteria from text to data
(http://www.earth-system-science-

data.net/review/ms_evaluation criteria.html).

to create fully reproducible research by
allowing [them] to capture more of the credit for facilitating and expanding scientific
understanding, while promoting the ideal of reproducible research” (Stodden 2008).

Participants agreed that training is critical to maintaining open data systems, whether
informal, formal, or through discussions and research practices. Training could take
place at the graduate and post-doc levels, potentially instilling good habits at an early


http://www.nsf.gov/cgi-bin/good-bye?http://www.earth-system-science-data.net/review/ms_evaluation_criteria.html
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career stage. Colleges and universities could
require graduate students and post docs to
write papers using only publicly available
data and publish them in open-source
journals [Schutz; Trasande].> But without
advisors setting an example by using open
data, students would not see it as a laudable

practice [Sauermann]. It is also important to

June 28, 2011

Exemplar: Permanent Access to the
Records of Science in Europe (PARSE)
Insight

The EU is funding PARSE, is a 2-year
project focused on the preservation of
digital information in science over
time and ensuring that it “is

develop a method for crediting informal accessible, usable and understandable

training and learning to provide incentives to | IN the future.” The goalis to create a

perpetuate the education of successive | roadmap for facilitating continuous

generations of researchers [Trasande]. access to scientific data

(http://www.parse-insight.eu/).

One potential method for enhancing access

to data while maintaining human subject
privacy is the use of “virtual safe settings—systems through which authorised and
authenticated users can gain remote access to data on individuals or organisations
whilst preventing copying of data and minimising the potential for abuse of access
privileges” (Elias 2010).

2.2. Technical Issues

Workshop participants noted that increasing access to research data involves solving a
host of technical issues, including data control, security, long-term data preservation,
and stewardship.

Data storage should be planned from the start of any data-sharing enterprise (Wood
2010), and access control, archive security, and protection of confidential data should
also be considered during the planning process (Schutz 2010). In this sense, the
Permanent Access to the Records of Science in Europe Insight project (see Exemplar)
serves as a potential model for scientific data infrastructure (Wood 2010). Providing
useful access to the magnitude of research data that is continually being created is a
primary challenge of any effort to create and harmonize a global scientific data
infrastructure. One participant pointed out that scope presents the greatest barrier,
asserting, “petabytes are easy, exabytes are hard” [Hirsh]. Not only must data be
collected and stored, they must also be retrievable in discrete sets that can easily be
reused by researchers.

Several options for addressing technical issues related to data access were discussed by
participants. An important conceptual framework for creating a user-friendly scientific

* Last names in brackets refer to participants who made comments during the workshop. See
Appendix C for participant biographies.


http://www.nsf.gov/cgi-bin/good-bye?http://www.parse-insight.eu/
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data infrastructure may include a “Knowledge Organisation System” that provides a
consistent means of describing science, maintains an overview of the interrelationship
between various areas of scientific knowledge, and presents an extract of the
connections between past scientific knowledge and the emergence of new scientific
knowledge from current and future research (Lambe 2010). Another possible model is a
Reproducible Research System (RRS), which has two parts: (1) a Reproducible Research
Environment (RRE) for computation work, which “provides computational tools together
with the ability to automatically track the provenance of data, analyses, and results, and
to package them (or pointers to persistent versions of them) for redistribution,” and (2)
a Reproducible Research Publisher (RRP), such as standard word-processing software or
other documentation-preparation system, that links to the RRE. This facilitates readers’
abilities to reproduce the analysis, as well as “extend it with the document itself by
changing parameters, data, filters, and so on” (Pfeiffenberger 2010).

“Data...needs to be accessible by anyone, from anywhere, at anytime” (Viegas 2010).
This requires the creation of taxonomies of scientific data to enable the cataloguing,
tagging, and parsing of data sets for automated recall. Currently, a number of scientific
data infrastructure systems use different and incompatible data identifiers, inhibiting
data sharing and reuse (Fenner 2010). Another obstacle to the creation of a useful
scientific data sharing infrastructure is the issue of interoperability—ensuring that
researchers can easily reuse data sets originating in any country. To overcome this issue,
international data standards and taxonomies must be explored by the scientific research
community. This will likely first occur in individual disciplines, then in interdisciplinary
conversations.

Standardized identification schemes, such as Altman and King’s Universal Numerical
Fingerprint implemented at the Dataverse Network at Harvard University (Altman and
King 2007); metadata standards like MIAME for microarray gene expression (Trasande
and Hannay 2010; Fenner 2010); and Digital Object Identifiers (DOls) for any physical or
digital manifestation, including text, audio, images, and software (Fenner 2010), can aid
in categorizing and managing data and data sources and increase interoperability and
ease of use. However, for these schemes to be successful, scientists must be
encouraged and given incentives to routinely use the standards to annotate their data, a
process that will be aided by the development of better and easier to use software tools
(Trasande and Hannay 2010).

Not only do all students need to be trained to utilize open data, but individuals need to
be formally educated as “data scientists” [Wood]. A new cohort of computational
scientists who can manage the integration of data sets from disparate sources is
essential [Aragdo; Santos].
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2.3. Role of Funding Agencies

Workshop participants suggested a number of ways in which funding agencies
worldwide can significantly improve data access. For example, they can provide
incentives for data sharing by publishing openness rankings [Evans], or using curriculum
grants or similar measures to encourage informal and formal training of students on the
importance of open data [Seidel]. Agencies can promote interoperability through
international initiatives to develop persistent digital research data infrastructure.

Current efforts include, the U.S. National Science and Technology Council Interagency
Working Group on Digital Data’s recommendation that all U.S. federal agencies
“promote a data management planning process for projects that generate scientific data
for preservation” (Office of Science and Technology Policy 2009). NSF has complied with
this call to action and changed the implementation of its long-standing data policy* by
requiring that beginning in January 2011, all proposals include a “Data Management
Plan” that describes:

e The types of data, samples, physical collections, software, curriculum
materials, and other materials to be produced in the course of the project;

e The standards to be used for data and metadata format and content (where
existing standards are absent or deemed inadequate, this should be
documented along with any proposed solutions or remedies);

e Policies for access and sharing including provisions for appropriate
protection of privacy, confidentiality, security, intellectual property, or other
rights or requirements;

e Policies and provisions for reuse, redistribution, and the production of
derivatives; and

e Plans for archiving (National Science Foundation 2011).

Other funding agencies have also taken an active role in ensuring data access. For
example, the Alliance of German Science Organisations published the June 2008 “Digital
Information Initiative” designed “to equip scientists and academics with the information
and infrastructures best suited to facilitate their scientific work” (Lauer 2010).”> The
United Kingdom'’s Economic  and Social Research Council website
(http://www.esrc.ac.uk/about-esrc/information/data-policy.aspx) also notes:

4 “Investigators are expected to share with other researchers, at no more than incremental cost
and within a reasonable time, the primary data...created or gathered in the course of work under
NSF grants” (National Science Foundation 2010a).

> See also Deutsche Forschungs Gemeinschaft,

http://www.dfg.de/en/research funding/programmes/infrastructure/lis/digital information/alli
ance initiative/index.html.



http://www.nsf.gov/cgi-bin/good-bye?http://www.dfg.de/en/research_funding/programmes/infrastructure/lis/digital_information/alliance_initiative/index.html
http://www.nsf.gov/cgi-bin/good-bye?http://www.esrc.ac.uk/about-esrc/information/data-policy.aspx
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[Tlhose ESRC grant applicants who plan to generate data are
responsible for preparing and submitting data management and sharing
plans for their research projects as an integral part of the application. It
is then a responsibility of the award holder to incorporate data
management and sharing as an indivisible part of the research project
to increase the potential for data to be shared. We require that the data
must be made available for preparation for [reuse] and/or archiving
with the ESRC data service providers within three months of the end of
the award otherwise we will withhold the final payment.

3. Knowledge Access

Sharing knowledge about scientific discoveries is a foundation of modern science, but
workshop participants noted that funding agencies need to understand that knowledge,
and therefore knowledge sharing, should be broadly defined to encompass both data
and code. They also noted that knowledge sharing takes many forms and should be
encouraged, including traditional academic journal publishing as well as other
mechanisms such as discussion forums, recommendations, wikis, file-sharing sites,
blogs, and microblogs (Trasande and Hannay 2010). However, substantial barriers to
knowledge access persist despite mandates to promote sharing. For example, in spite of
the embrace of Open Access publishing, the voluntary adoption rate by scientists has
been low (around 15%—20%). Mandates have increased these numbers to around 70%
for NIH-funded research and in institutions, such as Southampton or CERN, that have
adopted these policies. Nevertheless, this means that even with mandatory
participation, some 30% of research is not openly available (Fenner 2010).

3.1. Social Issues

Workshop participants agreed that attribution for new forms of scientific activity was
critical to promoting knowledge access. Researchers will provide access to their work if
they are given credit for their labor. Attribution for scholarly work requires the ability to
uniquely identify both specific contributors to research and specific scientific
contributions (Fenner 2010). Participants felt strongly that an author-identification
system that transcends institutional, disciplinary, and national boundaries would help
create a “clear and unambiguous scholarly record” of research activities associated with
an individual and help provide unambiguous attribution for researcher contributions,
whether they appear as publications, patents, or data sets (Office of Science and
Technology Policy 2009; National Science Foundation 2011). An author-identification
system would also allow for “microattribution” for research contributions not
associated with a peer-reviewed journal publication (Credit Where Credit Is Due 2009).
In the current system, a significant portion of scientific work remains unrecognized
because there are no formal methods for providing attribution for this labor

10
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(Pfeiffenberger 2010; Elias 2010; Lambe 2010; Neylon 2010b). Examples include the
work of students, research assistants, and other non-author collaborators or the
participants in large-scale scientific infrastructure projects. This renders much of the
labor that makes science possible “invisible” —“the visible manifestations of science
conceal an intricate social network of relationships, trust and perceived authority,
underlying how science gets funded, how scientists decide to collaborate, and how new
knowledge gets validated” (Lambe 2010).

With an international, unambiguous, and comprehensive attribution framework, data
could be collected on the full range of research labor and outputs (Lane 2010), enabling
a “wide range of derived metrics and rankings” (Trasande and Hannay 2010) that could
be used to better understand the complexity of scientific labor and research. The
Knowledge Organisation System described in Section 2.2 may help make “visible” the
scientific labor previously left “invisible” by connecting formally recognized scientific
outputs and metrics to the informal labor and social networks that support the
generation, dissemination, and reuse of scientific knowledge.

Authentication, verification, quality assurance and control, and privacy provisions are
critical to the success of a persistent author-identification system (Neylon 2010b). The
systems must be able to handle duplication and redundancies, and should “not be
affected by name changes, cultural difference in name order, inconsistent first-name
abbreviations or the use of different alphabets” (Credit Where Credit Is Due 2009).
There is a financial incentive for this as well: “In the current world ill-considered, non-
transparent, and irreproducible metric systems will almost inevitably lead to legal
claims” (Neylon 2010b).

At the heart of resolving this issue are
Exemplar: Open Researcher and

Contributor ID (ORCID)
Proposed in 2009, ORCID is a system
of unique alphanumeric strings for

establishing and authenticating unique
researcher identifiers. To avoid
misidentifications, access to individual
researcher identifiers should be under the )
o each researcher. It is backed by 23
control of individual researchers (Neylon o i .
. organizations, including Thomson
2010b), and researchers should be required L
Reuters, the British Library, and the
Wellcome Trust (Credit Where Credit
Is Due 2009). ORCID intends to

create a central registry of unique

to authenticate their biographical and
professional information (Trasande and
Hannay 2010). A centralized database
designed to populate grant and job | . . )
identifiers linked to other author

applications, bio-sketches, or reports, which )
schemes (http://www.orcid.org/).

can otherwise be onerous and repetitive

tasks (Evans 2010), would likely be an incentive for researchers to keep this information
current. The Lattes Platform, a research database, adopts a related approach, requiring
users to register before applying for government funding.

11
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For a system based on unique researcher identifiers, all parties must trust that the
identifier system is reliable, authentic, and immutable. Accordingly, the development of
systems that are unable to generate a significant level of trust is “likely to limit and
fragment any effort to coordinate, federate, or integrate differing identity solutions in
the research space. Therefore interoperability of any developed system with the wider
web must be a prime consideration” (Neylon 2010b). One possible method for
establishing trust and ensuring proper attribution is encouraging the use of an
identification system like ORCID (see Exemplar), and establishing publishing practices
that make the “creation and capture [of unique identifiers] an integral part of the
editorial process” (Trasande and Hannay 2010).

3.2. Technical Issues

The development of a persistent, trusted, ubiquitous, and interoperable centralized
repository for housing the unique researcher identifiers may provide a “trusted broker”
for promoting knowledge access and attribution (Trasande and Hannay 2010; Neylon
2010b). Currently, a number of identification tools exist or are under development,
including ORCID, Vivo, Lattes Platform, Public Library of Science (PLoS), and
PubMedCentral. For example, ORCID proposes to create a “central registry of unique
identifiers for individual researchers and an open and transparent linking mechanism
between ORCID and other current author ID schemes” (http://www.orcid.org/). Lattes,

a fully developed researcher database that allows for verification (Aragdo 2010; Lane
2010) has now been adopted in 17 countries in Latin America, Europe, and Africa
[Aragao].

3.3. Role of Funding Agencies

Funding agencies worldwide can play a critical role in encouraging knowledge access
and the implementation of an identification system to facilitate attribution. Agencies are
uniquely positioned to require data and code sharing in publicly funded work, and they
support the infrastructure and tools for data and code sharing. Participants felt that
funding agencies should embrace the creation of identification systems and ensure their
adoption by requiring registration as a prerequisite to applying for agency funding
(Trasande and Hannay 2010). Participants also thought that agencies could support a
research library coalition that would provide an international open-standard data set for
bibliometric information for all published work worldwide (Conlon 2010).

4. Conclusions and Next Steps

At the conclusion of the workshop, participants agreed on a set of attributes of the

“ideal” attribution landscape 5 years into the future [Greer]. It would include a
framework of openness and international standards for data and knowledge; reliable

and unique identifiers for each researcher, organization, publication, and the

12


http://www.nsf.gov/cgi-bin/good-bye?http://www.orcid.org

Changing the Conduct of Science in the Information Age June 28, 2011

relationship to each other; a link between all publications and their appropriate data;

continuous investment for data preservation and access; and formal and informal

training of students, researchers, and personnel at funding agencies.

In white papers submitted before the workshop, and during presentations and in

discussions at the workshop itself, participants identified a set of actions that would

achieve this vision:

(1) Establish a system of persistent identifiers for both researchers and their

(2)

outputs. The following specific suggestions were made about the
characteristics of such a system:

Create taxonomies of scientific data—Enable the cataloguing, tagging,
and parsing of data sets for automated recall.

Create incentives—Encourage and offer incentives to researchers to
routinely use the standardized identification schemes to annotate their
data, a process that will be aided by the further development of
software tools. Provide researchers with incentives to encourage them
to make data sets available to the wider research community through
the development and use of attribution systems. Help ensure that data
sets are linked to subsequent publications and other research outputs,
further aiding attribution and the reproducibility of research. Publish
data and code to facilitate assessment and certification of quality and
allow data sets to become part of the citable “scientific record.”

Create independent standards—Establish federally funded platforms for
data and code sharing that are independent of institutions and
individual researchers, and use standards of unique identification for
citation and version control.

Create a legal framework—Develop an Open Research License (ORL) to
resolve conflicts between reproducibility and copyright law.

Create a registration mechanism—Encourage the development,
implementation, and use of standardized identification systems to
facilitate attribution by requiring system registration as a prerequisite to
applying for agency funding.

Develop national and international pilot projects that compare different
technical solutions for developing and maintaining open data platforms,
fostering the replication of scientific research, and ensuring attribution for
the intellectual contributions of researchers.

13



Changing the Conduct of Science in the Information Age June 28, 2011
(3) Foster formal and informal training to ensure that open data and
knowledge systems are maintained.

Workshop participants agreed that engaging in these efforts will provide opportunities
to work across counterpart funding agencies to encourage international cooperation
and the dissemination of knowledge and data.
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Appendix A: Workshop Background

It is exceedingly rare that fundamentally new approaches to research
and education arise. Information technology has ushered in such a
fundamental change. Digital data collections are at the heart of this
change. They enable analysis at unprecedented levels of accuracy and
sophistication and provide novel insights through innovative
information integration. Through their very size and complexity, such
digital collections provide new phenomena for study.

—NSB Report: “Long-lived Data Collections: Enabling Research
and Education in the 21st Century,” September 2005.

Workshop Motivation

Digital technology offers the potential for fundamental change in the conduct of science
for two reasons:

e Data access—Digital technology could make data openly accessible to scientists,
reducing data-management burdens, formalizing generalizable and replicable
science, and enabling new kinds of data-driven science.

e Knowledge access—Digital technology could facilitate the dissemination and
transmission of knowledge by making information widely available
electronically.

These technologies can transform science by enabling a broad range of scientists to
create and transmit knowledge, educators to impart that knowledge to future
generations, and decision-makers to make well-informed policy based on sound and
reproducible research. But institutional and social barriers that exist limit the
acceptance of these transformational technologies by the scientific community. It is
likely that these barriers could be reduced by concerted and informed efforts by
scientific funding agencies and international organizations.

An informed approach to digital technology can be fostered by advancing understanding
of the technical, behavioral, and social factors conducive to its widespread adoption.
These factors might include the role of economic incentives, human capital, social
networks, and (most obviously) scientific attribution. Lessons can also be learned from
practical experience. Fields as disparate as biotechnology, geosciences, and astronomy
have been transformed by both data and knowledge access. Several broad-based
initiatives, such as ORCID, the Brazilian Lattes Platform, and the VIVO project, have
promoted widespread access to knowledge. Both the research and practical experiences
should help identify new approaches that are neither nation specific nor domain
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specific—indeed, that can be used in a cooperative international effort to help foster
the adoption and use of digital technologies.

Objective

The goal of this workshop is to combine the expertise of computer and information
scientists with those of behavioral and social scientists to identify guiding principles and
approaches that can help inform organizations that fund research, scientific research
organizations, and publishing houses. Specific questions that could be answered include
the following:

Technical constructs—What are the most important digital technologies that
could be used to facilitate data and knowledge access? To what extent is
progress being made already, and how can progress be accelerated? What role
might the private sector play in bringing about change?

Social constructs—What incentives are necessary to engage scientists in making
data accessible and shared with the broader community? What are the
appropriate business models necessary to promote connecting publications to
data? How might private-sector participants be engaged in the effort? What are
the social barriers to adopting and using unique researcher numbers?

The Pragmatic Experience—What lessons have been learned from ORCID and
the Brazilian experience? What can we learn from data preservation and
libraries and other coordinated data and publication efforts? What can we learn
from domain-specific successes?

Workshop Structure

The workshop is intended to be small and informal in nature, and the discussion will be
focused on addressing the motivating questions. To achieve that goal, the workshop will
have four separate sessions. Selected participants will be asked to start the dialogue by
providing a short opening commentary on their experience with data and knowledge
access, focusing on describing the technical and social challenges and how what was
learned might help inform international efforts. All workshop participants are asked to
participate in a discussion of opportunities and constraints. The discussions should focus
on relating enabling aspects of the technologies to incentives for changing conduct, with
the goal of identifying approaches that are related to the technological solutions. It is
particularly important that the discussion address social, technical, and institutional
challenges, using specific examples from previous experience. The moderator will
provide a synthesis of the discussion and identify useful approaches for funding
agencies.
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To facilitate planning, all workshop participants for the sessions are asked to produce, in
advance, a brief document summarizing their views about new approaches that could
be used to foster the adoption and use of digital technologies. Although these views
might be informed by either theory or practice, providing a list of relevant literature and
examples would be extremely helpful. All participants will receive the briefing
documents in advance, and it is expected that these documents will inform and lead the
discussion at the workshop.

17
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Appendix B: Workshop Structure

A diverse group of international research scientists, computer and information
scientists, and behavioral and social scientists was invited to participate in the
workshop. Invitations were also extended to representatives from funding agencies
worldwide and publishers likely to participate as partners in open-access data initiatives.
This provided a broad base of expertise encompassing social, professional, and technical
issues related to data and knowledge access.

Workshop Wiki

NSF created a wiki to facilitate sharing information and ideas both before and after the
workshop.® Before the workshop, background readings and participant biographies
were provided, and each participant was asked to draft a white paper. The white paper
was to be a brief document summarizing the participant’s views on what approaches
could be used to encourage adopting information and communication technologies to
enable open access to data and data sharing. All workshop participants received briefing
documents in advance of the workshop, with the expectation that these documents
would inform the workshop discussions. In the spirit of openness, following the
workshop, the presentations were posted and comments were solicited on each.

Sessions

By design, the workshop was small and informal in nature to focus discussion on the
workshop’s motivating questions. To achieve this goal, the workshop had four separate
sessions:

1. Data Access—Digital technology and scientific communities.

2. Data Access—Digital technology and multiple scientific communities.
3. Knowledge Access—The role of scientific attribution.

4. Knowledge Access—The role of funding agencies.

Selected participants were asked to initiate and moderate the sessions by providing
brief commentary on their experience with data and knowledge access, particularly
technical and professional challenges and how the lessons learned from these might
help inform international efforts to address open access to data more broadly. All
workshop participants were encouraged to participate in the ensuing discussion of

® A “wiki” (Hawaiian for “fast”) is a page or collection of interlinked Web pages designed to
enable collaborative websites. Anyone who accesses the wiki is able to contribute or modify
content using a simplified markup language.
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opportunities and constraints, with the goal to develop “ideas, exemplars and concrete
recommendations” (Seidel 2010). The discussions focused on identifying approaches
that addressed both the potential of ICTs to enable data sharing and open access to data
and the incentives for researchers, agencies, institutions, and publishing houses to
facilitate this. Participants also addressed the technical and professional challenges to
data sharing, drawing on specific examples from prior experience. At the end of each
session, the moderator was asked to provide a synthesis of the discussion and identify
useful approaches for funding agencies. For the purposes of this report, we have
separated the workshop into two categories: (1) data access and (2) knowledge access
and attribution.
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Appendix C: Participant and Observer Biographies

Workshop Participants

Dr. Carlos Aragao, Professor of Physics, Universidade Federal do Rio de Janeiro. Dr. Aragdo
obtained a B.S. in Physics in 1973 and an M.S. in Physics in 1976 at the Pontificia Universidade
Catdlica do Rio de Janeiro (PUC/RJ). He obtained a Ph.D., also in Physics, from Princeton
University in 1980. Dr. Aragdo is a Professor of Physics at the Universidade Federal do Rio de
Janeiro (UFRJ). He is a Member of the Brazilian Academy of Sciences and was awarded the
Brazilian National Order of Scientific Merit Medal in 1998.

Dr. Shenda Baker, Professor of Chemistry, Harvey Mudd College. Dr. Baker received a B.S. in
Chemistry and French from Grinnell College in 1985. In 1991, she received a Ph.D. in Physical
Chemistry from the California Institute of Technology. Dr. Baker is a Professor of Chemistry at
Harvey Mudd College in California, where she became the Clare Boothe Luce Assistant Professor
of Chemistry in 1993. In 1996, Dr. Baker received an NSF CAREER Award, the DOE Young
Scientists and Engineers Award, and the Presidential Early Career Award for Scientists and
Engineers. She is on the Executive Committee for the National Neutron Scattering Society of
America and on the Advisory Board for the Office of Cyberinfrastructure at NSF.

Dr. Katy Borner, Victor H. Yngve Professor of Information Science, School of Library and
Information Science, Indiana University. Dr. Borner received an M.S. in Electrical Engineering
from the University of Technology in Leipzig in 1991 and a Ph.D. in Computer Science from the
University of Kaiserslautern in 1997. She is the Victor H. Yngve Professor of Information Science
at the School of Library and Information Science, Adjunct Professor in the School of Informatics,
Core Faculty of Cognitive Science, Research Affiliate of the Biocomplexity Institute, Fellow of the
Center for Research on Learning and Technology, Member of the Advanced Visualization
Laboratory, and Founding Director of the Cyberinfrastructure for Network Science Center at
Indiana University. She also serves as a curator of the Places & Spaces: Mapping Science exhibit.

Dr. Sayeed Choudhury, Associate Dean for Library Digital Programs and Hodson Director of the
Digital Research and Curation Center, Sheridan Libraries, Johns Hopkins University. Dr.
Choudhury holds graduate degrees in Civil Engineering and Systems Analysis and Economics from
Johns Hopkins University. He is the Associate Dean for Library Digital Programs and Hodson
Director of the Digital Research and Curation Center at the Sheridan Libraries of Johns Hopkins
University. Dr. Choudhury is also the Director of Operations for the Institute of Data Intensive
Engineering and Science (IDIES) at Johns Hopkins, a Lecturer in the Department of Computer
Science at Johns Hopkins, a Research Fellow at the Graduate School of Library and Information
Science at the University of lllinois at Urbana-Champaign, and a Senior Presidential Fellow with
the Council on Library and Information Resources.

Dr. Elaine Collier, Assistant Director for Clinical Research, Division for Clinical Research
Resources, National Center for Research Resources, U.S National Institutes of Health.

Dr. Michael Conlon, Director of Data Infrastructure, University of Florida. Dr. Conlon received a
Bachelor’s degree from Bucknell University and a Ph.D. in Statistics from the University of Florida.
He is Director of Data Infrastructure for the University of Florida. Dr. Conlon is also Research
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Associate Professor of Biostatistics at the University of Florida and co-principal investigator of
INVEST—the International Verapamil/Trandolapril Study, a randomized trial of 22,000 patients at
860 sites in 14 countries. The trial is conducted entirely online using Internet-based software
designed and developed by a team under Dr. Conlon’s direction. The software approach has
been patented and licensed to MarCon Global Data Solutions, a company he co-founded along
with Dr. Ronald Marks.

Dr. Peter Elias, Professor, Institute for Employment Research, University of Warwick. Dr. Elias
received a Bachelor’s degree in Chemistry before undertaking his doctoral studies in applied
labor economics at the University of California, Berkeley. He is a Professor at the Institute for
Employment Research, University of Warwick. He is a Fellow of the Royal Statistical Society, and
has been the Strategic Advisor for Data Resources to the UK Economic and Social Research
Council (ESRC) since 2004.

Dr. James Evans, Assistant Professor of Sociology, University of Chicago. Dr. Evans received a
B.A. from Brigham Young University in 1994 and an M.A. and Ph.D. from Stanford University in
1999 and 2004, respectively. He is Assistant Professor of Sociology at the University of Chicago
and a member of the Committee on the Conceptual and Historical Studies of Science. He is also a
Fellow at the Computation Institute.

Dr. Martin Fenner, Hannover Medical School Cancer Center and ORCID Board of Directors. Dr.
Fenner studied medicine in Berlin, and he did further training in basic and clinical oncology,
including a postdoctoral fellowship in Boston. He now works at the Hannover Medical School
Cancer Center. He writes the weblog Gobbledygook (http://blogs.plos.org/mfenner), is on the
board of directors of ORCID (Open Researcher & Contributor ID; http://www.orcid.org/), and
helps organize the Science Online London (http://www.scienceonlinelondon.org/) conference.

Dr. Chris Greer, Assistant Director for Information Technology Research and Development, U.S.
Office of Science and Technology Policy. Dr. Greer received a Ph.D. in Biochemistry from the
University of California, Berkeley, and did his postdoctoral work at the California Institute of
Technology before teaching at the University of California, Irvine, in the Department of Biological
Chemistry. Dr. Greer is Assistant Director for Information Technology Research and Development
in the White House Office of Science and Technology Policy (OSTP). He also serves as co-chair of
the Interagency Working Group on Digital Data, which has been charged by the Committee on
Science of the National Science and Technology Council with developing and promoting
implementation of strategic frameworks for digital scientific data preservation and access.

Dr. Tony Hey, Corporate Vice President, External Research Division, Microsoft Research. Dr.
Hey received a Bachelor’s degree in Physics and a Ph.D. in Theoretical Physics from Oxford
University. He is corporate vice president of the External Research Division of Microsoft
Research, where he is responsible for worldwide external research (ER) collaboration in
Microsoft Research. Dr. Hey is a fellow of the U.K. Royal Academy of Engineering and has served
on several national committees in the U.K., including committees of the U.K. Department of
Trade and Industry and the Office of Science and Technology. He is a fellow of the British
Computer Society, the Institute of Engineering and Technology, the Institute of Physics, and the
U.S. American Association for the Advancement of Science (AAAS).
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Dr. Haym Hirsh, Professor of Computer Science, Rutgers University. Dr. Hirsh received his B.S. in
Mathematics-Computer Science from UCLA and his M.S. and Ph.D. in Computer Science from
Stanford University. He is Professor and past-Chair of Computer Science at Rutgers University.
From 2006 to 2010 he served as Director of the Division of Information and Intelligent Systems at
the U.S. National Science Foundation, managing an organization responsible for over $500
million of research grants in Computer and Information Science and Engineering. He has also
held visiting positions at Bar-llan University, CMU, MIT, and the University of Zurich.

Mr. Patrick Lambe, Adjunct Professor in Knowledge Management, Hong Kong Polytechnic
University, and Principal Consultant, Straits Knowledge. Mr. Lambe studied at Oxford
University. He is now based in Singapore and is an expert in knowledge management, knowledge
organisation systems, and taxonomies. He has weblogs at http://www.greenchameleon.com and

http://www.organisingknowledge.com. Patrick is currently working with the National Science

Foundation Division of Science Resources Statistics on taxonomy management and development
projects to support that division’s mission.

Dr. Gerhard Lauer, Professor of German Literature, Georg-August-Universitat Gottingen. Dr.
Lauer received his Ph.D. in 1992. He is professor of German Literature at Georg-August-
Universitdt Gottingen in Germany. Dr. Lauer is also co-editor of the Journal of Literary Theory, a
member of the German Research Council commission for electronic publishing, an advisory
board member of the Open Access Publishing in European Networks (OAPEN;
http://www.oapen.org), a board member for the European Science Foundation Bibliometric

Database Scoping Project (2008-2010), coordinator for German-Israeli academic exchange, and
head of the TransCoop-programme committee of the Alexander von Humboldt-Stiftung.

Ms. Ruth Lee, Director, Research Councils UK Office in the United States. Ms. Lee received a
B.A. from the University of Sheffield and a Master of Education from the University of
Manchester. She is the Director of the U.S. office for the Research Councils UK, the primary
public body in the UK charged with funding research and supporting the next generation of
researchers.

Dr. David Lipman, Director, National Center for Biotechnology Information, National Library of
Medicine, U.S. National Institutes of Health. Dr. Lipman earned a B.A. in Biology from Brown
University in 1976 and an M.D. from the State University of New York, Buffalo, in 1980. He is the
Director of the National Center for Biotechnology Information (NCBI), a division of the National
Library of Medicine within the National Institutes of Health (NIH). He was appointed as NCBI’s
first Director in 1989, shortly after Congress created the Center in 1988, and has overseen its
growth into one of the most heavily used resources in the world for the search and retrieval of
biomedical information, with about 2 million users each day. He is a member of the National
Academy of Sciences, the Institute of Medicine, and the American Academy of Arts and Sciences.

Mrs. Lucia Carvalho Pinto de Melo, President, Center for Strategic Studies and Management.
Mrs. Carvalho received a Bachelor’s degree in Chemical Engineering from Universidade Federal
de Pernambuco in 1973; a Masters degree in Physics from the Universidade Federal de
Pernambuco in 1976; a Masters degree in Energy and Environment at the University of California,
Santa Barbara, in 1980; and a Masters degree from the Technology and Policy Program at the
Massachusetts Institute of Technology in 1987. From 1990 to 1991 she led the Department of
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Science and Technology of Pernambuco State, and she was President of the Foundation for
Research of the State of Pernambuco (FACEPE) from 1995 to 1998. Mrs. Carvalho is currently the
President of the Center for Strategic Studies and Management (CGEE).

Dr. August Muench, Astronomer, Harvard-Smithsonian Center for Astrophysics. Dr. Muench
received a B.S. in Physics from the Georgia Institute of Technology in 1995 and a Ph.D. in
Astronomy from the University of Florida in 2002. He is an astronomer at the Harvard-
Smithsonian Center for Astrophysics and a member of the Seamless Astronomy team at Harvard,
which is a collective of projects funded by NASA, NSF, and Microsoft Research working to better
integrate astronomy’s numerous open-access data repositories, comprehensive literature
catalogues, and diverse software tools.

Dr. Theodore Papazoglou, Policy Analyst, European Research Council. Dr. Papazoglou received a
B.S. in Physics from the University of Crete in 1985 and a Ph.D. in Biomedical Engineering from
the University of Southern California in 1989. After completing his postdoctoral training at the
Laser Research Center at Cedars Sinai Medical Center in Los Angeles, he attained tenure at the
Institute of Electronic Structure and Lasers of the Foundation for Research and Technology Hellas
(FO.R.T.H.-IESL). In 2001, Dr. Papazoglou was detached to the European Commission and worked
as a scientific officer at the Marie Curie Fellowships programme. At the end of 2003 he was
recruited as temporary agent in the Directorate General for Research of the European
Commission. He is now working in Unit Al (Support to the ERC Scientific Council) of the ERC
Executive Agency, and implementation of the ERC’s Open Access strategy is among his duties.

Dr. Hans Pfeiffenberger, Leader, IT Infrastructure Department, Alfred Wegener Institute for
Polar and Marine Research. Dr. Pfeiffenberger leads the IT infrastructure department of the
Alfred Wegener Institute. He is a speaker for the Helmholtz Open Access working group and
advises the Knowledge Exchange (DFG, JISC, SURF, and DEFF). In 2008, Dr. Pfeiffenberger was
appointed representative of the Helmholtz Association to the Alliance on Permanent Access
(APA). He is also chief editor of the journal Earth System Science Data, an innovative journal
providing quality assurance to published data through peer review.

Dr. Marcio de Miranda Santos, Executive Director, Centre for Strategic Management and
Studies in Science, Technology and Innovation. Dr. Santos earned an M.S. in Genetics and Plant
Breeding and a Ph.D. in Biochemical Genetics. Dr Santos is the current Executive Director of the
Centre for Strategic Management and Studies in Science, Technology and Innovation and Chair of
the Board of Trustees of the Center of Reference on Environmental Information (CRIA). He has
been a consultant to the FAO (Food and Agriculture Organization of the United Nations), the
Interamerican Institute for Cooperation in Agriculture, Bioversity International (formerly the
International Plant Genetic Resources Institute), and national governments on policies for the
conservation and use of plant genetic resources for food and agriculture. Dr. Santos has
represented Brazil in the FAO/Commission on Genetic Resources for Food and Agriculture and in
the UNEP/CBD Conference of the Parties (COP).

Dr. Lorenza Saracco, Research Programme Officer, Research Infrastructure Unit, European
Commission. Dr. Saracco is a research programme officer within the Research Infrastructure Unit
of the European Commission. She joined the EC in 2003, and since then she has followed policies
and projects dealing with data and ICT infrastructures. Her background is in computer science
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(her degree is from the University of Pisa, Italy), and before joining the Commission she worked
for the Italian National Research Council (CNR), first as researcher in the area of conceptual
modeling and management of Earth science data and then as policy officer dealing with the
European Union research policies. As an EC officer she participated in various task forces and
groups on data organisation and management.

Dr. Henry Sauermann, Assistant Professor, College of Management, Georgia Institute of
Technology. Dr. Sauermann holds undergraduate degrees in Economics and Business
Administration from the University of Potsdam, Germany, and a Ph.D. in Business Administration
from Duke University. He is an Assistant Professor at the College of Management, Georgia
Institute of Technology. One stream of Dr. Sauermann’s research examines scientists’ pecuniary
and non-pecuniary motives and incentives and their effects on research productivity in industry
as well as academia. A second stream of research focuses on scientific labor markets and on the
career choices of junior scientists.

Dr. Bernard Schutz, Director, Max Planck Institute for Gravitational Physics, Albert Einstein
Institute. Dr. Schutz earned a Ph.D. in physics from the California Institute of Technology. He is a
Director of the Max Planck Institute for Gravitational Physics (Albert Einstein Institute) in
Potsdam, Germany, and a member of the management team of the Max Planck Digital Library.
He is also a Fellow of the American Physical Society and of the German Leopoldina Society, and
he is a recipient of the Amaldi Gold Medal of the Italian Society for Gravitation. Dr. Schutz is
active in science outreach and recently co-founded the Scienceface project
(http://www.scienceface.org/), which is currently releasing a series of highly praised video

interviews of leading scientists by a young interviewer with no scientific background; these are
designed to make black-hole physics and astronomy accessible to young people.

Dr. Victoria Stodden, Assistant Professor, Department of Statistics, Columbia University. Dr.
Stodden completed a Ph.D. in Statistics at Stanford University and a Masters in Legal Studies at
Stanford Law School, where she created a new licensing structure for computational research.
Previously, she had been a Postdoctoral Associate in Law and a Kauffman Fellow in Law at the
Information Society Project at Yale Law School. She is an assistant professor of Statistics at
Columbia University. She is currently co-chairing a working group on Communities and Virtual
Organizations in the NSF Office of Cyberinfrastructure Task Force on Grand Challenge
Communities. She is a Science Commons fellow, a member of the Sigma Xi scientific research
society, and a member of the AAAS. Her website, which includes talks and publications, is
http://www.stodden.net, and she occasionally blogs at http://blog.stodden.net.

Dr. Alex Szalay, Professor, Department of Physics and Astronomy, Johns Hopkins University. Dr.
Szalay is the Alumni Centennial Professor of Astronomy and a professor in the Department of
Computer Science at Johns Hopkins University. He is a cosmologist, working on the statistical
measures of the spatial distribution of galaxies and galaxy formation. Dr. Szalay was born and
educated in Hungary and has written over 450 papers in various scientific journals, covering
areas from theoretical cosmology to observational astronomy, spatial statistics, and computer
science. He is a Corresponding Member of the Hungarian Academy of Sciences and a Fellow of
the American Academy of Arts and Sciences. Dr. Szalary received an Alexander Von Humboldt
Award in Physical Sciences in 2004 and a Microsoft Award for Technical Computing in 2008.
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Dr. Caitlin Trasande, Resident Scientist and Analyst, Nature Publishing Group. Dr. Trasande
received a B.A. in Philosophy from St. John’s College and a Ph.D. in Neuroscience from the
University of Chicago in 2004. After serving as a postdoctoral scholar at Yale School of Medicine
and Mount Sinai School of Medicine, she joined Nature Publishing Group (NPG) as a resident
scientist and analyst in its technology unit, working on digital content management, special-
content collections, and content search. From 2007 to 2009 she spearheaded development of a
science metrics platform. In 2010 she and the science metrics project moved to a new digitally
focused business unit within Macmillan (NPG’s parent company), codename “Project Babbage.”

Dr. Evelyne Viegas, Director, Microsoft Research. Dr. Viegas completed a Ph.D. in France. She is
responsible for the Data Intelligence initiative at Microsoft Research in Redmond, WA. Before her
present role, Dr. Viegas was a Technical Lead at Microsoft, delivering Natural Language
Processing components to projects for MSN, Office, and Windows. Before Microsoft, and after
completing her Ph.D. in France, she worked as a Principal Investigator at the Computing Research
Laboratory in New Mexico on an ontology-based Machine Translation project.

Dr. Gert Wagner, Professor of Economics, Berlin University of Technology. Dr. Wagner received
a Bachelor’s degree in Economics in 1978 from the Johann Wolfgang Goethe University in
Frankfurt, Germany, and a Ph.D. from the Berlin University of Technology in 1984. He is a
professor of Economics at the Berlin University of Technology and a Max Planck Fellow at the
MPI for Human Development in Berlin. Dr. Wagner is also Director of the German Socio-
Economic Panel Study (SOEP) at DIW Berlin. He is chairman of the German Census Commission
and German Council for Social and Economic Data, and he serves on the Advisory Board to
Statistics Germany. He is a member of the Working Group on Social Sciences and Humanities of
the European Strategy Forum for Research Infrastructures (ESFRI), the Founding Committee of
the International Data Forum (IDF), and the Research Resources Board of ESRC/UK. He is
research fellow of IZA and a Research Associate of CEPR. In 2007, Dr. Wagner was awarded the
“Knight’s Cross” of the Order of Merit of the Federal Republic of Germany.

Dr. John Wood, Professor, Imperial College London. Dr. Wood holds Doctoral degrees from
Cambridge and Sheffield Universities. He is currently senior international relations adviser at
Imperial College London. He will become the Secretary-General of the Association of
Commonwealth Universities in July. Dr. Wood is a non-executive director of a number of
companies, including Bio-Nano Consulting, and sits on the advisory board of the British Library.
He is on the board of the Joint Information Services Committee, which is responsible for the UK
academic computing network, and chairs its Support for Research Committee. He also chairs the
European Commission’s high-level group on the future management of scientific data. Dr. Wood
was elected as a fellow of the Royal Academy of Engineering in 1999 and was made a
Commander of the British Empire in 2007 for “services to science.”

Workshop Participants from the U.S. National Science Foundation

Dr. Philip Bogden, Program Officer, Office of Cyberinfrastructure, U.S. National Science
Foundation. Dr. Bogden holds a B.A. in Engineering and Applied Sciences from Harvard and a
Ph.D. in Oceanography from Scripps Institution of Oceanography at the University of California,
San Diego. He is currently the Program Director for the Office of Cyberinfrastructure at the
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National Science Foundation. Dr. Bogden also holds a position as a Research Professor at the
Center for Land-Sea Interactions at the University of New England. Before coming to the NSF, he
was the CEO of GoMOOS, Inc., a private nonprofit organization with member institutions
representing a broad array of stakeholders interested in ocean observations. GoMOOS manages
a multi-institutional partnership that collects a wide variety of real-time ocean measurements.
From 2003 to 2009, Dr. Bogden was also the Acting Director of the Southeastern Universities
Research Association SURA Coastal Ocean Observing and Prediction (SCOOP) Program.

Dr. Myron Gutmann, Assistant Director, Directorate for Social, Behavioral & Economic
Sciences, U.S. National Science Foundation. Dr. Gutmann holds a Ph.D. from Princeton
University, and he is currently the Assistant Director of the Directorate for Social, Behavioral &
Economic Sciences at the National Science Foundation. Before his appointment in 2009, Dr.
Gutmann was the director of the Inter-University Consortium for Political and Social Research
and a Research Professor at the Population Studies Center at the University of Michigan, where
he was also a professor of history. He has a broad range of interests in interdisciplinary historical
population studies relating population to agriculture, the environment, and health. He also
studies ways that digital materials can be properly preserved and shared and how the
confidentiality of research subjects can be protected when data about them is made available for
secondary use.

Dr. Julia I. Lane, Program Director, Science of Science & Innovation Policy Program, U.S.
National Science Foundation. Dr. Lane holds an undergraduate degree in Economics and
Japanese from Massey University in New Zealand and an M.A. in Statistics and a Ph.D. in
Economics from the University of Missouri-Columbia. She is the Program Director of the Science
of Science & Innovation Policy program at the National Science Foundation. Her previous jobs
included Senior Vice President and Director, Economics Department at NORC/University of
Chicago; Director of the Employment Dynamics Program at the Urban Institute; Senior Research
Fellow at the U.S. Census Bureau; and Assistant, Associate, and Full Professor at American
University. Dr. Lane has organized over 30 national and international conferences, received
several national awards, given keynote speeches all over the world, and served on a number of
national and international advisory boards. She is one of the founders of the LEHD program at
the Census Bureau, which is the first large-scale, linked employer-employee data set in the
United States. She is also a fellow of the American Statistical Association.

Dr. Cora Marrett, Assistant Director, Directorate for Education and Human Resources, U.S.
National Science Foundation. Dr. Marrett received a B.A. from Virginia Union University in 1963,
an ML.A. in 1965, and a Ph.D. in 1968 from the University of Wisconsin, Madison, all in Sociology.
She served as University of Wisconsin’s senior vice president for academic affairs for 6 years
before coming to NSF. Before her appointment at the UW System, Dr. Marrett served as senior
vice chancellor for academic affairs and provost at the University of Massachusetts-Amherst for 4
years. She was a member of the UW-Madison faculty from 1974 to 1997, with appointments in
sociology and Afro-American studies. Dr. Marrett advanced from associate professor to full
professor and was associate chairperson of the Department of Sociology (1988-1991). She was
affiliated with the Energy Analysis and Policy Program and the Wisconsin Center for Education
Research. She received an honorary doctorate from Wake Forest University in 1996, and she was
elected a fellow of the American Academy of Arts and Sciences in 1998 and the American
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Association for the Advancement of Science in 1996. She is widely published in the field of
sociology and has held a number of public and professional service positions.

Dr. Edward H. Seidel, Acting Assistant Director, Directorate for Mathematical & Physical
Sciences, U.S. National Science Foundation. Dr. Seidel earned a Ph.D. from Yale University in
Relativistic Astrophysics. He is Acting Assistant Director of the Mathematical and Physical
Sciences Directorate at the National Science Foundation. Dr. Seidel is a physicist recognized for
his work on numerical relativity and black holes, as well as in high-performance and grid
computing. In June 2008, the National Science Foundation selected Seidel as its director for the
Office of Cyberinfrastructure (OCI). On 1 September 2008, he began this position, in which he
oversees advances in supercomputing, high-speed networking, data storage and software
development on a national level. He has recently assumed the role of Acting Assistant Director
for Mathematics and Physical Sciences at NSF.

Workshop Observers

Dr. Stefano Bertuzzi, Office of Science Policy, U.S. National Institutes of Health. Dr. Bertuzzi
received a Ph.D. in Molecular Biotechnology at the Catholic University of Milan, Italy, and after
postdoctoral training in the Laboratory of Molecular Neurobiology at the Salk Institute in San
Diego, became a tenured Associate Professor at the Dulbecco Telethon Institute in Milan, Italy.
Dr. Bertuzzi is responsible for return-on-investment analyses in the Office of Science Policy,
Office of the NIH Director, U.S. Department of Health and Human Services. In this position, Dr.
Bertuzzi advises the NIH Director on a wide range of health-science policy matters. He is the
recipient of several NIH Director’s awards, along with other national and international awards.

Dr. Rachel Bruce, Innovation Director for Digital Infrastructure, JISC. Dr. Bruce is the Innovation
Director for Digital Infrastructure. She oversees innovation programs and activities that are
funded by the Support for Research committee and the Infrastructure and Resources committee.
These include a number of programs, for example digital preservation, management of research
data, and geospatial infrastructure and resources. She is concerned with the updating of
infrastructure for the creation, sharing, and managing of digital resources and related shared
services, as well as the policy and practices required to improve their reuse and exploitation to
enhance education and research.

Ms. Sarah Colon, Research Associate, Japan Science & Technology Agency. Ms. Colon has an
undergraduate degree in Biochemistry from Cornell and Master’s degrees in Advanced Japanese
Studies from Sheffield University and International Economics and Public Policy from the Johns
Hopkins University School of Advanced International Studies (SAIS). She is a research associate
with the Japan Science and Technology Agency, an independently administered sub-agency of
Japan’s Ministry of Education, Culture, Sports, Science and Technology (MEXT). She works at the
liaison office in Washington, D.C., and follows and reports on U.S. science and technology trends
for the headquarters in Tokyo.

Dr. Diane DiEuliis, Senior Policy Advisor, U.S. Office of Science and Technology Policy. Dr.
DiEuliis received a Ph.D. in Biological Sciences at the University of Delaware. She then completed
a research fellowship at the National Institutes of Health intramural research program in cellular
neurobiology, focusing on the molecular and morphological features of neuronal cells. Following
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her laboratory research, Dr. DiEuliis became a program director at the National Institute of
Neurological Disorders and Stroke, where she began managing the Alzheimer’s and Parkinson’s
disease portfolio of research grants and programs. She developed several strategic research
plans for Parkinson’s disease, coordinating with the Department of Defense and Veteran’s
Administration programs, which helped to expand and diversify the field of federal research on
Parkinson’s. She now maintains many of these planning programs annually, and manages the
Udall Centers program. Dr. DiEuliis is also working as a senior policy advisor in the President’s
Office of Science and Technology Policy. Her policy focus is within the life sciences, and she is the
staff director for several subcommittees within the Committee on Science, including research
business models, human subjects’ research, and the science of science policy.

Dr. Amy Friedlander, Senior Advisor, Directorate for Social, Behavioral and Economic Sciences,
U.S. National Science Foundation. Dr. Friedlander graduated from Vassar College, where she was
elected to Phi Beta Kappa. She holds an M.A. and Ph.D. from Emory University and an M.S.L.I.S.
from The Catholic University of America. She works with the Assistant Director for SBE to
coordinate a strategic planning exercise to articulate the driving questions in the SBE sciences for
the year 2020 and beyond. She also helps the directorate to develop cooperative work within
NSF (CISE, Engineering, and OCIl) and with other federal agencies (e.g., NEH, NARA, and Library of
Congress). Dr. Friedlander is also Editor-in-Chief of the ACM Journal on Computing and Cultural
Heritage. Before joining NSF in June 2010, she was Director of Programs at the Council on Library
and Information Resources.

Dr. Daniel Goroff, Senior Policy Analyst, U.S. Office of Science and Technology Policy. Dr. Goroff
earned his B.A. and M.A. degrees in Mathematics from Harvard University as a Borden Scholar,
an M.Phil. in Economics at Cambridge University as a Churchill Scholar, a Masters in
Mathematical Finance at Boston University, and a Ph.D. in Mathematics at Princeton University
as a Danforth Fellow. On loan to the White House Office of Science and Technology Policy
(OSTP), Dr. Goroff is a Program Director at the Alfred P. Sloan Foundation, working on science,
technology, education, and economics. He is currently on leave from Harvey Mudd College in
Claremont, California, where he is Professor of Mathematics and Economics and where he
previously served as Vice President for Academic Affairs and Dean of the Faculty.

Dr. Neil Jacobs, Acting Programme Director, Information Environment, JISC. Dr. Jacobs is Acting
Programme Director for Digital Infrastructure (Information Environment). He oversees a variety
of projects and programs in the areas of access to and management of digital resources,
including linked data and digital repositories, scholarly communications, and research
information management. These cover issues of technical interoperability, cultural and
organizational change, sustainability, and business models.

Mr. Kei Koizumi, Assistant Director for Federal Research and Development, U.S. Office of
Science and Technology Policy. Mr. Koizumi received his M.A. from the Center for International
Science, Technology, and Public Policy program at George Washington University, and he
received his B.A. in Political Science and Economics from Boston University. He is a Fellow of the
American Association for the Advancement of Science. He joined OSTP in February 2009 after
serving on the Obama transition team as part of the Technology, Innovation and Government
Reform Policy Working Group. Before joining OSTP, Koizumi served as the longtime Director of
the R&D Budget and Policy Program at the American Association for the Advancement of Science
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(AAAS). He is known as a leading authority on federal science and technology funding and budget
issues and is a frequent speaker to public groups and to the press.

Dr. Tanu Malik, Research Associate, Computation Institute, University of Chicago. Dr. Malik
earned an undergraduate degree from the Department of Civil Engineering at Indian Institute of
Technology, Kanpu, and an M.S. and Ph.D. in Computer Science from Johns Hopkins University.
Dr. Malik is a Research Associate with the Computation Institute (Cl) at the University of Chicago.
Her research interests are in issues relating to building large-scale data-management systems
such as federating distributed data systems, replicating large databases, data approximation,
data provenance, and data quality. A recurrent theme in her research is to reexamine the core
principles of database technology in the light of new requirements emerging from scientific data.
Her research has resulted in some innovative database technology for handling large amounts of
distributed scientific data.

Ms. Jeri Metzger Mulrow, Senior Mathematical Statistician, Division of Science Resources
Statistics, U.S. National Science Foundation. Ms. Mulrow holds a B.S. in Mathematics from
Montana State University and an M.S. in Statistics from Colorado State University. She is Senior
Mathematical Statistician in the Division of Science Resources Statistics at the National Science
Foundation. Ms. Mulrow is currently the project leader of the SRS Taxonomy Project, senior
advisor to the SRS Early Career Doctorates Survey, and lead author of the State Chapter for
Science and Engineering Indictors 2012. She was named a fellow of the American Statistical
Association (ASA) in 2010, is a member of the ASA Board, a senior member of the American
Society for Quality, and a member of the American Association of Public Opinion Research. As a
statistician in the federal statistical system, she is particularly interested in data quality, data
usability, data visualization, data access, data sharing, and the role that taxonomy plays in all of
it.

Dr. James Onken, Special Assistant to the Acting Deputy Director for Extramural Research, U.S.
National Institutes of Health. Dr. Onken received an M.S. and Ph.D. in Psychology from
Northwestern University and an M.P.H. with a concentration in Biostatistics from George
Washington University. He is responsible for analyzing and presenting data on NIH research
programs and research personnel for use in program evaluation and policy studies. He is also
program manager for the NIH Research Portfolio Online Reporting Tool (RePORT) website
(http://RePORT.nih.gov/), the RePORT Expenditures and Results (RePORTER) system, and the
companion ExPORTER site, where users can download databases of NIH-funded projects and
publications and patents citing support from NIH.

Dr. Walter Schaffer, Research Training Officer, Extramural Research Training and Career
Development Programs, U.S. National Institutes of Health. Dr. Walter Schaffer is the NIH
Research Training Officer responsible for the extramural research training and career
development programs. He received a Ph.D. in Chemistry from the University of Texas at San
Antonio in 1978, with a dissertation on oxidative metabolism in rat brains. He then served as a
Staff and Senior Staff Fellow in the Lab of Metabolism at the National Institute of Alcohol Abuse
and Alcoholism. In 1986 Dr. Schaffer began a career as a Research Training Officer. He is a
Captain in the U.S. Public Health Service Commissioned Corps.
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Dr. Mya Sjogren, Performance and Accountability Analyst, Office of Research and
Development, U.S. Environmental Protection Agency. Dr. Sjogren works in the Environmental
Protection Agency (EPA) Office of Research and Development (ORD). She led the performance
and accountability team, which reviews the performance for the agency’s research and
development programs. She directed the development of ORD’s stakeholder surveys and has
contributed to internal and external evaluation efforts such as bibliometric analysis and
organizational scorecards. She facilitated the EPA-sponsored NAS study on Evaluating Research
Efficiency, the Board of Scientific Counselor reviews, and the internal pilot that assesses which
EPA research is cited in regulatory decisions, including rules, guidance, and records of decision.

Dr. Michael Stebbins, Assistant Director, Biotechnology, U.S. Office of Science and Technology
Policy. Dr. Stebbins received his B.S. at SUNY Stony Brook and Ph.D. in Genetics while working at
Cold Spring Harbor Laboratory. He is the Assistant Director for Biotechnology at the White House
Office of Science and Technology Policy. Before joining OSTP he was the Director of Biology
Policy for the Federation of American Scientists. He is a co-founder of Scientists and Engineers for
America and a former Adjunct Professor of Bioethics at University of Pennsylvania. He has
worked as a Legislative Fellow for Senator Harry Reid and on policy issues at the National Human
Genome Research Institute.

Dr. George Strawn, Chief Information Officer, U.S. National Science Foundation. Dr. Strawn has
an undergraduate degree from Cornell College and holds a Ph.D. in Mathematics from lowa
State. Since 1991 he has been at the National Science Foundation, where he is currently the Chief
Information Officer (CIO). He was Director of the Directorate for Computer and Information
Science and Engineering (CISE) Division of Advanced Networking Infrastructure and Research and
the NSFNET Program Director. Before working at NSF, Dr. Strawn was a computer science faculty
member at lowa State University, where he also held several administrative positions. From 1986
to 1995 he served as Director of the ISU Computation Center. Under his leadership, ISU became a
charter member of the regional NSFNET network, MIDnet, and ISU created a thousand-
workstation academic system based on an extension of the MIT Athena system. From 1983 to
1986 he served as Chair of the ISU Computer Science Department. Dr. Strawn currently serves as
co-chair of both the interagency Large Scale Networking Working Group and the international
Coordinating Committee for Intercontinental Research Networks. He served as co-chair of the
interagency Federal Networking Council from 1995 to 1997. Dr. Strawn also has held several
positions in the computer industry and has worked as an information technology consultant in
both private industry and government.

Dr. Edmund (Ned) Talley, Program Director for Channels, Synapses and Circuits, National
Institute of Neurological Disorders and Stroke, U.S. National Institutes of Health. In 2001, Dr.
Talley received his Ph.D. from the University of Virginia (UVA), studying the physiology and
pharmacology of motor neurons involved in respiration. After his Ph.D., he remained at UVA as a
Research Assistant Professor. He initiated investigations into the CNS functions of two-pore-
domain potassium channels, with an emphasis on their modulation by neurotransmitters and
clinically important drugs. Dr. Talley joined the NINDS in 2005 as a Program Director for
Channels, Synapses and Circuits. His program at the NINDS is focused on basic research in
synaptic transmission and neuromodulation.
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Appendix D: List of Background Papers

Blue Ribbon Task Force on Sustainable Digital Preservation and Access, “Sustainable Economics
for a Digital Planet: Ensuring Long-Term Access to Digital Information,” National Science
Foundation, February 2010,
https://extwiki.nsf.gov/download/attachments/5799975/BRTF Final Report.pdf?version=1&
modificationDate=1270471033207.

Choudhury, Sayeed, Benjamin Hobbs, and Mark Lorie, “A Framework for Evaluating Digital
Library Services,” D-Lib Magazine 8, July/August 2002,
http://www.dlib.org/dlib/july02/choudhury/07choudhury.html.

European Union, “European Union Observes Data Protection Day,”
http://eurunion.org/emailcampaigns/preview.php?previewtype=htmI|&nl=21&c=237&m=158
&s=6b9351a6f2b8c87a0a5d1e223a2907d4.

European Union, “Riding the Wave: How Europe Can Gain from the Rising Tide of Scientific
Data,” a final report of the High Level Expert Group on Scientific Data, A submission to the
European Commission, October 2010.

German Data Forum (RatSWD), “RatSWD Working Paper Series No. 150: Recommendations for
Expanding the Research Infrastructure for the Social, Economic, and Behavioral Sciences,”
Federal Ministry of Education and Research, July 2010.

Greer, Chris, “NSTC Releases Strategy for Digital Scientific Data,” 23 March 2009,
http://www.dtic.mil/dtic/pdf/announcements/IWGDDRelease.doc&#124.

Hammond, Tony, Timo Hannay, and Ben Lund, “The Role of RSS in Science Publishing,” D-Lib
Magazine 10, December 2004,
http://www.dlib.org/dlib/december04/hammond/12hammond.html.

Hsinchun Chen, Ronald N. Kostoff, Chaomei Chen, Jian Zhang, Michael S. Vogeley, Katy Borner,
Nianli Ma, Russell J. Duhon, Angela Zoss, Venkat Srinivasan, Edward A. Fox, Christopher C.
Yang, and Chih-Ping Wei, “Al and Global Science and Technology Assessment,” IEEE Intelligent
Systems 24, no. 4: 68—88, July/Aug. 2009, doi:10.1109/MIS.2009.68,
http://www.computer.org/portal/web/csdl/doi?doc=doi/10.1109/MIS.2009.68.

Kahn, Robert E., and Jay Allen Sears, “A Brief Overview of the Digital Object Architecture,”
Corporation for National Initiatives, October 2003,
https://extwiki.nsf.gov/download/attachments/5799975/0verviewDigitalObjectArchitecture.
pdf?version=1&modificationDate=1270582345245.

Kahn, Robert E., and Robert Wilensky, “A Framework for Distributed Digital Object Services,”
International Journal on Digital Libraries 6 (2): 115-23, DOI 10.1007/s00799-005-0128-x,
published online 13 March 2006,
https://extwiki.nsf.gov/download/attachments/5799975/fulltext.pdf?version=1&modification
Date=1270582327918.

Lane, Julia, “Let’s Make Science Metrics More Scientific,” Nature 464: 488—89, 25 March 2010,
doi: 10.1038/464488a, Published online 24 March 2010,
http://www.nature.com/nature/journal/v464/n7288/full/464488a.html.

Lipman, David, “Ten Years of PubMed Central,” Columbia University Libraries Library News, 26
January 2010,
http://library.columbia.edu/news/exhibitions/2010/20100308 pubmed.html.

Mesirov, Jill P, “Accessible Reproducible Research,” Science 327: 415-16, doi:
10.1126/science.1179653, 22 January 2010,
https://extwiki.nsf.gov/download/attachments/5799975/Sciencemag+2009+01+23+Accessibl
e+reproducible+research.pdf?version=1&modificationDate=1270470638792.

National Institutes of Health, “Research Portfolio Online Reporting Tools (RePORT),” U.S.
Department of Health and Human Services, http://projectreporter.nih.gov/exporter/.
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National Science Board, “Long-Lived Digital Data Collections: Enabling Research and Education in
the 21st Century,” National Science Foundation, September 2005.

Neylon, Cameron, “Science in the Open, An Openwetware Blog on the Challenges of Open and
Connected Science: New Year, New Me,” 23 January 2010,
http://blog.openwetware.org/scienceintheopen.

Neylon, Cameron, and Shirley Wu, “Open Science: Tools, Approaches, and Implications,” Pacific
Symposium on Biocomputing 14: 540-44, 2009, http://psb.stanford.edu/psb-
online/proceedings/psb09/workshop-opensci.pdf.

Office of Science and Technology Policy, “Harnessing the Power of Digital Data for Science and
Society,” Report of the Interagency Working Group on Digital Data to the National Science and
Technology Council, January 2009, http://www.nitrd.gov/About/Harnessing Power Web.pdf.

Pullinger, John, and Gert G. Wagner, “RatSWD Working Paper Series No. 153: On the Respective
Roles of National Libraries, National Archives and Research Data Centers in the Preservation
of and Access to Research Data,” German Data Forum, August 2010,
https://extwiki.nsf.gov/download/attachments/5799975/RatSWD_ WP 153.pdf?version=1&m
odificationDate=1289417297212.

Raddick, Jordan M., and Alexander S. Szalay, The Universe Online,” Science 329: 1028-29, 27
August 2010, http://www.sciencemag.org/content/329/5995/1028.full.

Sauermann, Henry, and Roach, Michael, “The Price of Silence: Scientists: Trade-Offs between Pay
and the Ability to Publish,” 24 October 2010,
http://papers.ssrn.com/sol3/papers.cfm?abstract id=1696783.

Stodden, Victoria, “The Legal Framework for Reproducible Scientific Research: Licensing and
Copyright,” http://www.stanford.edu/~vcs/papers/LFRSR12012008.pdf.

UK Data Forum, “A UK National Strategy for Data Resources for Social and Economic Research
2009-2012,”
http://www?2.warwick.ac.uk/fac/soc/ier/publications/2009/nds publication sep09.pdf.
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Appendix E: List of White Papers from November 12,2010,
Workshop

Author/Title

Baker, Shenda, et al., “Data-Enabled Science in the Mathematical and Physical Sciences: Workshop
Report”

Borner, Katy, “Briefing Document for Changing the Conduct of Science in the Information Age”
Conlon, Mike, “The Objects of Science and Their Representation in eScience”

Elias, Peter, “Digital Technology and the Conduct of Scientific Research”

European Union, “Riding the Wave: How Europe Can Gain from the Rising Tide of Scientific Data”
Evans, James, “Identification and the Complex System of Research”

Fenner, Martin, “White Paper for Changing the Conduct of Science in the Information Age”
Fenner, Martin, “Scientific Attribution Principles”

German Data Forum (RatSWD), “RatSWD Working Paper Series No. 150: Recommendations for
Expanding the Research Infrastructure for the Social, Economic, and Behavioral Sciences”

Hey, Tony, “Open Access, Open Data, Open Science”
Hirsh, Haym, “How Do You Cite a Crowd?”
Lambe, Patrick, “Changing the Conduct of Science in the Information Age: Discussion Points”

Lauer, Gerhard, “Changing the Conduct of Science in the Information Age: Focusing on Sharing
Knowledge and Data”

National Science Board, “Long-Lived Digital Data Collections: Enabling Research and Education in the
21st Century”

Office of Science and Technology Policy, “Harnessing the Power of Digital Data for Science and
Society”

Papazoglou, Theodore, “IT-Based Approaches in Support of ERC’s Mission to Support ‘Frontier
Research’: First Experiences”

Pfeiffenberger, Hans, “Focusing on Social Constructs”

Sauermann, Henry, “Discussion Points for Session 3: Social Constructs; in Particular: Incentives”

Schutz, Bernard, “Data Access: Digital Technology and Scientific Communities”

Trasande, Caitlin, and Timo Hannay, “Changing the Conduct of Science: A Publisher’s Perspective’

Viegas, Evelyne, “Data as an Enabler of Open Innovation: Challenges and Opportunities”

To access an extended version of this report that includes the workshop participants’ white
papers, go to: http://www.nsf.gov/publications/pub _summ.jsp?ods key=0ise11003.
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Baker, Shenda, et al., “Data-Enabled Science in the Mathematical
and Physical Sciences: Workshop Report”

PRELIMARY DRAFT
Data-Enabled Science in

the Mathematical and Physical Sciences

A workshop funded by the National Science Foundation
Held on March 29 - 30, 2010
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1. Background and Charge

Science has abwayy been dsta-driven, bul what s changing dramabically is the smoom of dsta
willy which selentsts now engaps. The Mathemntical and Phosical Sciences (MPS) commismity
generaies wuch of this dmia. Major expeniments mad Facilities are mow gencrating petabnvies of
data per venr thal must be distribused ghobally for analysis. Projects already n development will
generdle much lirger volmmes al [asler rales, approaching an exabyie per week, with exaflop
comnpiing capacly nealsd o perform (e analyvis.

In nddition 1o this growing number of prodigious date gesermors, virimally all of science is
hecoming data-mlensive, with incrimcing sote and'or complexily. aven al the kevel of Fle in
mdividusl Jabe. Thie trendd extends bovond MIP'S disciplines o) biobogieal dala: fsancral,
commercinl, and retail dats; sudie and voual daia; daia ssimilstion and dats fusion; dats in the
bmamnities and social sciences; web-hased data; amd governmental dsta. Virually all disciplines
nend polentinlly mdical new ways 1o manege this data, as well & magor mathensatical, statistical,
amd computstionn] sdvance to anilize thews dats wets, iF the enosmous patential scenific
advances are 1o be realized.

This data-crizis facing science and suciwly his bom widely recognized {see, ag, The Dafa
Dwliige, in The Eeomamat, Feb, 27, 2010, and the many repats lmied in Appaadix A} Hal it &
particularly relevant bo the MPS commmmsty hoth becanse of the severe challenge, vet encrmous
palential reward, inherent in denling with the datasorisis and becasse moch of the sohstion will
requane Temdsamenial advances i tha dala e, of which mathematics and glaimies within
MIPS e a lghly promenenl parl.

Charpe: The MPS Woerkshop on Data-Enabled Science & charged with providing

(1} & high-level neseeemend of the needs of the MI'S conemunities, moluding anticmated data
getseratson, capabibity and imabality to mine the data For scmcs, strengihs s weaksesse of
current effors, md work on developing new algeriihms and mathemmtical approsches; aml
(2} om msmessmenl of the resowrce requirements for addressing these nesds over the next five
vgars,

2. Executive Summary

To reslize the extraordmary polenhal for soentsfic advance mberant m the dats-<n=is o magar
brlles nesd o be avercome: (1) Data Mamagemen amd (2} Scientilic Infaence fom massive ar
complex dmin. We summarice the major issues mvodved m esch hurdle below; detnils and
examples are given in bter sections

Dare Maswgesvenr: Hasdling the encomity of arriving and soon-te-arrive saieilic daia requines
mmple:l: and new strategies mnd enderstandings. Compaonents of this management inchode:

®  Desigaing the dain colkstion siralegy

»  Caollecting the dala from cither simgle or dstrbuted sibes.

3
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Preprocessing (if necessary) o keep anly the mos1 excential data.

Hiorimg 1he dotn, with apgropriole psets-datn 1o ensure usability.

Ensuriing accersilality of the data by scoemtists, possilly threugh Livesed distnibugion of
ihe data o muliiple sies.

Providing plathorme and software that enable efficlent use of the data by selentists, a
well as sllowing for coagrivre of the scientists” posi-processing of the daia.

Ensuriig curation and preservation of data

Saawific lfereice from Wesive o Compler Date: There are major challenges in producing
brenkthrough science from massive or complex data Nobe thatl we emphasize complex dala im
fhits discusaem s well a8 massive dite, whal ieight sppear 1o be of modest size ity (g the
enber of penes in the humsn genome) can cause as pevere mizrential difficulties a3 mmsive
duin wisen consideration s given o complexity (e.g.. the meed 1o consider ihe vast multitude of
pmsible pone metworks]), A few al the overarching challenges ane prvien bere; othans are o lader
Bciion.

Ecoalability is & primary concemn; mach of wience today uses “small data’ methododogics
for scismtilie infurancs, stmlagios that are ill-oquippes] For today s massive or complex
daia, As bai one example of the scalability cnisia, while many thousands of astronomers
{amd] daty xoientisis) have used the Sloan Digiial Sky Survey (S1388) dutn collection over
the post decade, with over 300 peferced pubbcations {moking i one of the most
seientifilly prodadive dals reposilones i the world), neverthelos @il lews than 10%
of the SIS imagieg data have been retrieved and snalyred by individual scientiste. The
Large Svnoptic Sarvey Telescope promises to hlow this gap wide open, by three erders
of magminde, with the scquissison of coe ED58 squivales amou of mmaging data exch
and every night for 10 sears, Wilkail advanoed data seience (malhomnlics stslistics, data
midnimp. and nucline learnng) algorithis and methodologles med w0 and applied io
such o dutn flood, we cannod hope 1o renp its full scieptific discovery potential.

There will be & dynamie temion betweon the desirbilicy of brasdly ussable approsches
i data=esabled science - soress spplicatioss and disciplines - and the frequent need far
sohitsons lilored bo & specific sefing.

Mechanisms fior transfereme of melbodmkopes hetween discipling is o magor need; MPS
is well-positioned for this, becmse mathemstics snd sinlisisces love iraditiomally been the
miajor disziplines for effecting susch tramsfer

Diatn-enabled seiemce is nod just dats explormtion and enderstanding: & is often wing the
science fo privide the imsighl ksl mmbocks the data. {One camnol find a needle m a
haystack swithoen knowing whal a haysiack s of o needle 8.}

Understanding how 1o deal with the multiplicity issue - distmguishing a scientilic sigmal
fram maise. whin a lange dala sl i swhjecied e a massive nimber of probes — posis a
mspar chalbaaps

Fundansenial advapces im the methodology of dmo-emabled science offen reguaire
awargicss of the eiitite spectrin of the problem: from the paiee of te dila 10
computaticasl lssues (e.g. parallelization] im the fina] analysis

Thara is requemily a need For real tmme analyeis of The mommimg, data-stream,
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Cverall Necomumaadaion e Danv-Erabled Soemce: We urge the 8IS Direciorale o abtain
viry sigmilican! additional funding so support dito-mahled scaomos. This Tmdmg could be wsed
T mov dimta-armaliled metmes inshalivis or Bo prodvide Targeted additioml suppon to ik MPS
Mivisioes For dais-enabled science sotivitses, support that ceald ke applied 1o mdividual
mvestigalor awands, group grants, centers, and fclities, as the mdividual Division deems mosi

approprime.
Funding of data-enabled sefemce willl reguire the asme process care by BEF program
ulTu:n- m funding of mlerdiscpliary rescarch,

Peer reviewers im all MPE neview panch should be clearly fifirmed as 1o the
mmigque evpluation metrics thal apply to cross-disciplisary IIES rescarch proposals,
which bridae botls data sciences {including scientific daoln managemes, scientific
database resenrch. mathematica'stmlistecn, dala maning machmne leaming, and
vinalizatson ) anid the traditlonal plasieal ssiemees

Dedicated dats-ciabled sefeee poview pansls abould be dlized when
appropriale, cerinimly at the Divicional level ond possibly af the Directorste level

Il suppost is fhrowgh additional funding o e Divisions, MPS tracking
mechani=mis shomild be developed to masne acootintabalsy for thesa targalod Qs

Flmimg should ke made moilabde for nesded 'Workforee enhancements:

Suppert dedicated Early CAREER awands lor voung facubly spealically n DES
FeRsArch areds

Support dedicoted fellowship programs { gradsate and postdoctomnd) in DES amd
aia Sceemce research areas. This would be similar 1o the NSF Fellowships for
Tramsfirmative Conypulatiomil Scemo: using Cyvbammrastrocure (C1 TralCs:

o e ms il oy 201 sl 1035 nef 10333
Suppen workioree development in coreers associoted with dsin hondling ased
merstanding.

Provide stranger DES research support For scientists woarking within large data-
prndiackn g projects deifin g cosminsction, comimissioning. sed esrdy operations
phases. This ennhles éorly science resulls from these Mecilities specilically from
the people whe know the Escility and iis dain the best.

Provide REV supplements in data-cablad scwaice.

Support educations] indEtives in data-enohled selence, including the taming of
compailaiional soemisis for soienlific inference wilh massive s complex daila
(See secticm 3.1 lor numenons cosorele suggestions. )

Hevonmaiardarios am Dare Aanegesiean;

For focilties, datn management is o major (ba ofien unfunded ) compoment of operating
coits, Ax pan of the overall NEF sirmopy of leding Facilivy operming costs, dedicaned
dmn mesnpgement opermling funds should be provided and tracked. This should inclads
Fundimg far dota nanagémenl persannel and softvware devebopment.

Praject proposals which deal with massive data should include o dmn mamagemen plan
oansistenl with the siwe, oodlohomtive stnectare and funding scals af the project.

The plan shemld address (as relevamt ), meta=data. socess. bong term funding. data
sorage, compeaiienal requenanemis, awl stardands,

Dwin Managemem with massive dofo requires significes inmovation, and sen
mumagensnl ideas should e encournged mnd sapporied (recognicing they might

3
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fml). Conferemces or ather vehickes for sharing of dsts management mnovations
neross [ncilitics and discipbines should be created
MEF shoold comtimue 1o seek mechanisms 10 ensure thal dais srsimg from fimded NEF
projecis be made public (im & wseahle form) within a remsonable time period.
o Dherwise, roproducibility of science will ba ol goesiion,
Without flvis mesdaie, science will bese much of this major rescournce.

Necommendations on Folentific nference; The scope of needed fussdamental sdvances m wsing
massive or complex dala for seienfific mlmence is anormnis. Bome o the measl urpenl necds ane
lisaed here. (rihers can b found im the dscipline-specific rections,

Advances m limdamental matbematics and stafistics are needed to provide the language,
stnscture, snid tools for many of the nealed methodolopies Ffor dsts-cnshled scientific
inference, [See section 34.)

Algariibmiv advances in handling messive and comples data are o, nclhading
mmethiods of explodting sparaity (e.g, ot of a buge llst of protefis, only an unknown few
may be nctive in & pafticular metabolic process), chistermy amd  classification, desia
minimg and machine leaming (ncludimg feabare dotection and mlammaiion exirmetion)
Bavesamn amalysss and Blarkev chain Menle Carle matbododogy, momaly detection,
optinsizstion, wsd masy nore.

Potentinlly mujor teals For the characterization amd merpretation of massave and comphex
data wets melude veualiation (visual seabviees) and dlieen scsenee (T computation
oF data peocessing)

Dinia mssimilation snd weeriainty quanisfication — mames given o the inerfsce of dais
mndl comgpuier modebmg o processes (simulabion-cnabled scicuce) - requires special
foous s the basis o mech real-world prediction (e.g., of the effeds of climate change).
Progress in mew smess of doig-enshled science will require ftesms consleting of
oombinations of disciplinory  scientists, dsta-scientists  {inclading  msthensaticians,
statisticians, and mechine leamers), &nd compaintional scientsis. Mechanisms for
sigrpart ol siich tams ore needal, e curranl mechamism ol occisional jodnl mitiaie
hetween divisens is too tansient or the fumre dsts-enablad seience world

OF course, many of these issmes arise throughoul wicece, engineering and society. They mre alin
of WEF-wide mmportance and of tmponancs o numerous cther apencies aml the naton. We hare
primarily highlight MPS isues in deis-erabled acience, while recognizing ihat solutices io the

overall

problem may well require a coordinated nstionad {and imernstional § effon.

W abio nile ikl MPS developnienis m dala-anabled sewnce will Hkely be maygor dovers alf
soluticns fo dsts-ennhled soiemce problems in general, The dam msnapgement metlsadolopgics
ansing from major MPE [aclies and tbhe fundamenial breakihroughs for soeniific inference
from massive or complex dais thel arise theough mathematics, stabstics, md other MPS
discoplimes will ave major imqect o olber scier and socuty
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3. Data-Enabled Science and the MPS Divisions

A1 Astronomical Scences

While there are a plethora of astronomical research projecis for which the access 1o and
wmnderstanding of large-scale dala iv eriiszal, exploration of the Gme-dommanm is perhape the mogt
revolutsanary, Facilities now in aperation snd others planned for the coming decade will cbaerve
the night sky systematically, with a cadence never before achieved. Al this level of sampling
virually oll stars m oour Clalaxy become ponssistionary, and many will be discovered 1o be
vartable i wave mol proviemly knownm  Other variabde, spmsodic, and tramsient events—
supemsvas, fovie, scoreting hlack holes, gamsa-rey burmts, gravitationd masslaing evens,
extrasalar plemetary transits, incoming asierods, trmms-Mepanian objects —will be recondad a
rales 1{Hk | 000 immes higher 1han in the pasi.

In oeder 8o make sense of the 10" 1o 107 detections of tramients per night, and 1o aid ether
ohservers in assessing the need for and prority of follew-esp observations, smalysis and
prohahilistic classification of evenls will hrve 1o be Bghly adlomated. A combinnison al
adhvanced macling hammg lechineloges with nnmediale aeees 10 axtant, distribenod, mui-
vavebemgl dats will be meeded to make these aseesaments snil 1o comstruct svent imlices to bhe
autimomously distribuied to robotic ohservatories for near-real-time fallog =up.

Thi scteniilie mmplications of these capabilities span all arsae ol astrephlasice planst formation
and the prevalence of extrasolar plapstary svsiems, stellar evolution and the strugiare and hisiory
of our Galaxy, galaxy formaiton and evolotion, active galaxy phenomena (quasars, bloars
Keyviien galaxiest the disiribition ol dark maner in galaies and clisers of galaxies, and the very
maburg ol the coamas on the largest seales,  The mes1 mmponanl and excfting sstronamical
discoveries of e coming decade will rely on pesearch snd developenent in daln science
disciplimes (mclnding data management. nocess, integration, mining. and amalysis algorithms)
thal emable rapid information extraction, knowledge dscovery, amd scientific decsion support
T real-teme pstrnemizal ressancs Paealiny operatins,

Specific Avrouors Do Enabled Saemee Recommneradanons:

1. Daila managandmi
& Seppon eore Ticilities m adeguare level sothat dmn processing md data msnagement
are not ermded by ofher operational requirensents.
b, Imcomporaie data managemsent planming lrom the oul=el
& Protecl data management bislgas fnom hanbwarg sost ovomas
d, Monege dein close o source of expenise, recogmizing tha des mansgemeni is
inherendly distributed and thal data centers will vary in scale
0. Adopl commumityv-wide slandards for metsdsts o facilitate discovery, socess,
tinlegration, and re-uss
i Imfematiome] VO standards for dsts collections
ii. Standard wecess protocols
e Mmapgement of vatual data spaces
v, Aunbsentication authorizmbon as needed

7
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[ Chise the gaps in astonomical data archiving
i Empage privale observalories o eslablish cohaenl, commumiy-acomsible
archive Feslitics, sspecially in coses where private facilities secept MEF
suppan for insinamentabion and ‘or facilsy augmentation
i Caplure high-level data products mssocisied with peersreviewed puhlecations
and masige 08 commmnigy daka resouras il VO-gompliang scoess
i [Develop strmtegies for lomg-term curation and preservation of survey dsts
{e.g. 5155, perhaps in eodlabomtion with N8F DataMel programs
. Suppocl creation of advimeed data products Inom anciial eollections (source
caalaps, cross-matched remrce ideninfications, pasameier exirsction foar
specilic types of astronoimical objecs)
v. FEstablish progrems for digibizetiom of legacy  data  collections; the
phopraphic record (images, specira ) i on the verge of baing los)

3 Hr-h'mmd visualization
[ovest im mow software ond datshases ainsed sl exploiiation aff large and distributed
dlaln codlloctions

b Modernize widely waed ook, with huili-in sceess i distributed dais ibrough VO
service stamidords

e SHupport algarithm development relmed to large distribuied datn and scale=up existing

hems
i Clistering and classifieatsen methods
il Payesian statistical analysis and bomie Carlo Markow chsin approsches
i Vinsalization of large, many=dimensional dats sets

d. Sapport milerdiscipimany resoorees - modecular spectml Ime dalabases (sstronomy,
mudeailar chenstsiry ), stomie speciral e dalabases (astronemy, abonie phvsics]

. Suppont collaborstive reseorch with industry that utilizes emerging technmodogies for
dato-mensive soaende (eg., the recent NEF-Microsoft MOL for data-infensive cloud
soenpiting: hip: i el go ke 4 OV gl ] OO Fonal DN 7 jep’

[ Seppon  collshorafions among  sirosomers, slnlsiicians,  mathemalicims,  and
ceampiter sesemiists. Tl WIH progrmm in informaties & o successiidl podel of the
kind of reseorch objectives  thel  would be  usefil  in  astronomy:

3 Archival resenrch
n Huppord Plbased archival research progmms through program soficitations focused
an ey o archival data
b Archive-smabled resemch stands on cgual Troting w0 new ohservations
i Archive research draws on boih ground-based snd space<hased observationm
iii. WEFMNASA co-sponsoms hp?

4. Conmmunity workeshops, commmumicmiion, professinaal outrench
B Hugpon aneal community workshops thol fome on DES, Dain Science, Informstics,
aned Large Boiemoe Dalabase Projedts (e.g, LINC, LSST, LIGD, OO0 NEON], in
ardar 1o develop the feld, share bomom leamal, oller worklore development
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opportunities. and provide a venue for educating the scientific community in DES
research.

5. Education and public outreach

a. Work with EHR to support STEM education research programs that focus on the
development of curricula and educational programs at the intersection of physical
sciences and data sciences. Support for programs that (a) demonstrate the pedagogical
value of introducing the reuse and analysis of scientific data in inquiry-based STEM
learning. (b) promote computational and data literacy across the STEM curriculum.
and (c) encourage education research in the science of learning from large data sets
(http://serc.carleton.edu/usingdata/).

b. Mandate an outreach component in all major projects and facilities — reward
innovative public uses of mission/project data (e.g., Citizen Science). Support
construction of infrastructure that facilitates the development. sharing. and
transparent reuse of data products that have pedagogical value and that serve a broad
public audience. not just professional researchers.

¢. Fund the development of digital libraries that provide a permanent repository of data
science curricula materials (and data sets vetted for education use) for different core
science as a mechanism for easy transfer of DES knowledge, data-centric lesson
plans, and MPS-related science results to both informal and formal education venues.

d. Fund informal science education and human computation initiatives that extend the
discovery potential of large science data sets (e.g., through Science(@Home or Citizen
Science activities).

e. Fund the development of data science software tools (for data access, manipulation,
measurement, mining, analysis, and visualization) for use in informal and formal
educztion.

3.2 Chemistry

Data Enabled Science (DES) uses techniques in statistics and high performance computing to
analyze complex data sets and extract features of scientific interest. These complex data sets can
be very large data sets from single experiments or large collections of data from several sources.
In these cases. visualization techniques and data mining procedures have the potential to
dramatically increase the rate of scientific discovery.

Although chemistry and materials science typically generate small scale data sets compared to
fields such as astronomy and high energy physics, many experiments are beginning to generate
single-run data sets that cannot be easily analyzed by conventional techniques. These
experiments are usually multidimensional and involve coupling a high throughput chemical
analysis technique, like mass spectrometry or broadband spectroscopy. to an excitation source
such as a laser. These multi-dimensional techniques are often required to analyze complex
sample mixtures or to examine reactivity as a function of deposited energy. Current techniques
in the combustion and reaction dynamics fields, such as Multiplexed Photo-ionization Mass
Spectrometry, are generating single-experiment data sets on the order of 50 GB that would
benefit significantly from statistically robust visualization methods.
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Several other areas of chemical and materials research are also producing large data sets that will
continue to increase in size and complexity. In particular. molecular dynamics simulations in
biochemistry and materials science generate large scale computational data from single
laboratory studies. The use of graphics processing units in computational chemistry, for
example, has led to simulations that produce terabytes of computational output per day. There
are also large data sets in related fields of science, such as radio astronomy. that contain
molecular information that require new analysis tools to extract the chemically useful
information.

Finally, several of the industries that employ chemistry and material science Ph.D.’s are rapidly
pursuing DES strategies to decrease product development cycles. Providing research experiences
for graduate students will become increasingly important for preparing young scientists for the
future workforce. Therefore, despite the “single laboratory™ tradition of chemistry and material
science research, issues in DES are already significant in chemistry and will continue to gain
importance.

Special Needs for Chemistry and Material Science

As noted above, chemistry and materials science tend to perform research in a single-laboratory
model. Increasingly, each individual laboratory is generating large scale data sets through either
computational chemistry, large user facilities (such as SLAC, NIST or ORNL) or high
throughput laboratory methods. However, the potentially greater opportunity for DES in these
fields is the combination of research data from all groups in a research discipline. For example, a
unified spectroscopic database from emerging high throughput spectroscopy methods based on
frequency comb spectroscopy and direct digital spectroscopy could have a major impact on
related fields of astronomy, environmental science, and analytical chemistry that rely on
chemical identification by spectroscopy. Efforts are already underway in the computational
chemistry community to create common data bases to permit reuse of these results (examples
include 1OpenShell (Krylov), the Structural Database (Johnson)). Unified collections of
individual data sets in materials science and drug discovery could significantly increase the rate
of discovery and add increased value to the individual laboratory data collections. The concept
of unified data sats from whole communities of chemistry represents a major shift in the single-
laboratory culture where data is often closely guarded.

A special area of DES with great potential in chemistry and material science fields is the
combination of laboratory or facility measurements and computational chemistry to provide real-
time chemical analysis. Many experiments in chemistry rely on theoretical analysis or
computational simulation to interpret the experimental data. In almost all cases in chemistry,
these tasks are performed separately and ofien by different research groups. For example, an
experimental group will collect the data set and send it to a collaborator in computational
chemistry for analysis. The possibility of closing this loop in real-time would make it possible to
optimize experimental conditions in a single experimental run and, therefore, greatly decrease
the time required to perform the crucial experiment to reveal the important chemistry. On-the-
fly analysis methods are also needed to realize the full potential of new techniques like
broadband spectroscopy using frequency combs or digital electronics. Spectrometers based on
direct digital spectroscopy will soon be capable of measurement throughput of about 1 TB/hour
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(spectrum acquisitions rates of 300 spectra/s with 1 million data points per spectrum). Coupling
high performance computing to concurrent measurements could be used to perform on-line
spectral analysis in high throughput analytical systems to enable library-free chemical detection
and create systems that provide “sample in — structure out” real-time analysis.

Another area of need for chemists is a lack of standard and compelling visualization tools. High
performance computing tools and software that provide visualization of chemical models,
processes and structures should be developed. NSF should provide funds to support both the
people who develop the computational interfaces and software as well as the hardware to handle
the data manipulation. Much of the massive data generated with local and facility
instrumentation is collected in phase space and frequency, and needs to be converted into real
space and real time. With appropriate software and algorithms, visualization of the real structure
and dynamic modes and pattemns emerging from the data can be observed and interpreted. In
addition, science is better communicated to the public and as an educational tool through visual
representation of interpreted data.

Specific Chemistry Data-Enabled Science Recommendations:

The NSF should develop funding opportunities that provide incentives for research communities
in chemistry and materials science to reach agreements on data sharing protocols, including data
formats and associated meta data. These programs will need to include continued support for
curating and validating the data collections so that users within the research community and
outside the direct community trust the content, security, and future accessibility of the collection.
Additional support to develop discipline-specific software tools, perhaps through collaborative
research opportunities in math, statistics, and computer-related disciplines, to navigate and mine
the data sets will also be required. Instrument development that emphasizes real-time data
analysis and visualization through the integration of high-performance computing with state-of-
the-art instrumentation should be encouraged. The NSF should also support interdisciplinary
educational opportunities that train chemistry and material science students in data-related fields
to better prepare them for future opportunities in industry and government positions.

3.3 Materials Research

The frontiers of computational materials science research, supported within the Condensed-
Matter and Materials Theory and Materials Chemistry areas, aer driven by Data-Enabled Science
(DES). DES within materials community constitutes a necessary “fourth paradigm™ within the
now-standard theory. experiment. and computational simulations paradigm defining our modern
research and discovery. While the community has extensive efforts in a number of challenges,
supported by various NSF programs, in high-performance computing, algorithmic developments,
computer-architecture utilization, ¢.g.. GPU and vector accelerators, DES is at the heart of
critical-need materials development and of challenges in understanding of complex materials
systems. Large-data sets and data-mining critical information from that data (e.g., intrinsic
correlations between structure and property) are increasingly important in materials science and
engineering, and increasingly necessary for breakthroughs. Managing, storing, sharing,
utilization and visualizing these data from diverse materials areas require new approaches and
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new developments in cyberinfrastructure, and, especially, a huge cultural change within the
community and from other critical communities that will have great impact on DES success in
the materials community. such as critical computer science experts in the database research and
architecture arenas. In addition. although materials data often is more heterogeneous than other
areas, the materials community can benefit in DES from advances made in other communities,
such as biomedical database (see. e.g.. hitp://wtec.org/sbes) and the Sloan Digital Sky Survey
(hitp://www.sdss.org). as well as from tools developed to describe, manage. archive, and
disseminate data, such as MatDL Pathway (http:/www.matdl.org), an effort that, nonetheless,
did not solve workflow issues. and the materials community’s data remains an afierthought.
Other critical areas are data provenance and data security. while providing an open resource for
NSF-supported science efforts.

Currently, standard workflow is a bottleneck to progress: namely. there is limited sharing of data
and data products. Data is provided on “need-to-know™ basis, peer-to-peer sharing difficult
(learning curve between groups). no meaningful relationships between files and data products
(need for meta-data and workflow), data lost over time (storage and management) or unable to be
found or searched except by person who generated them (unusable but existing data).

There has been a vision developing over recent years, referred to as Integrated Computational
Materials Engineering (ICME) in recent NAE reports. where computationally-driven materials
developments is a core activity of material scientists and engineering in coming decades, along
with standard experimentally-driven materials engineering. As such, both data from computation
and simulation research and experiment are critical. Certainly, there may no “one-stop™ solution
for the entire community. However, even having research groups with similar applications and
data needed could provide a “local community™ effort with much more robust data access and
management with useful tools to enhance DES for their entire community (shared resource and
development). Overall, most of the materials community desired an easy, searchable access to
full research product anytime and from anywhere. so as to provide collaborations with seamless
and protected sharing of data and metadata. Data repositories require new advances in
cybersecurity and large-scale networking for geographically disperse collaborations.

Thus. from the NAE report, the ICME cyberinfrastructure will be the enabling framework for
DES and Discovery. including libraries of materials models. experimental data. software tools,
datamining tools. To accomplish this task, the creation of accepted taxonomy. informatics
technology. as well as materials databases with open access is essential. “Knowledge Bases™ are
the key to capture. curate and archive information to succeed with the vision for ICME,

To accomplish these needs. the cultural must be changes, as there is no culture for massive
datasharing, and no incentives from funding agencies for sharing. Multi-agencies issues. as
opposed to NIH model, means that funding and coordination are modest for needed
cyberinfrastructure (database, security, curation. ete.). In addition, the culture to support cross-
disciplinary developments for DES in materials science is critical. For example, recent funding
calls within NSF certainly permitted database develop efforts. However, reviewers from the
database research and architecture within computer-science often found the database research
“not groundbreaking™, while acknowledging that the impact on the DES materials side would be
significant, effectively killing any funding possibility. Changing the mindset and the cultural to
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permit cross-disciplinary support for DES in materials science based on coordinated
developments with critical computer science research, which are often extraordinarily useful for
real DES but not “not groundbreaking database research™, is a critical need for success.

3.4 Mathematical Sciences

The era of data-enabled science (DES) opens up exciting research frontiers for the Division of
Mathematical Sciences, even as it poses enormous challenges. The challenges can be classified
into at least three broad categories: (1) extending existing theory and algorithmic techniques to
new scales and new applications. where current methods become bottlenecks. (2) developing
new theoretical approaches and algorithms and demonstrating them on benchmark problems, (3)
collaborating on real-world applications with domain experts in science, engineering, and policy
making, where the availability of new types and quantities of data offers the hope of scientific
breakthroughs.

There are many fresh technical results in basic disciplines such as linear algebra (e.g.. tensor
orthogonal decompositions), approximation theory and harmonic analysis (e.g.. sparsity and
customized basis sets), and statistics (e.g., the revival in Bayesian analysis) relative to the
research agenda discussed herein, but technical details are not featured at the high level of this
discussion. Some key concepts are low-dimensional representation of formally high-dimensional
data sets, low complexity algorithms that are much less expensive in storage requirements and
running time than traditional algorithms (even sublinear in data set size) while maintaining
sufficient accuracy, and once-through streaming of the input data set.

Data-enabled science has been called “fourth paradigm™ in apposition to the historically
dominant paradigms for scientific discovery, engineering design, and decision support of theory
and experiment, and the recently rapidly developed “third paradigm™ of simulation. Theory and
simulation are based on physical models that can be mathematized. Experimentation is model-
driven. In contrast, some data-intensive approaches effectively predict outputs of a system
without the requirement of models representing the dynamics of the system. which makes these
approaches very interesting for frontier science. Of course, there are deep mathematical models
underlying discovery techniques for data sets that make this predictive power possible. even if
the system dynamics are unknown. Such approaches depend upon large volumes of data (system
history) and are increasingly interesting as humans collect data from sensors. satellites,
sophisticated experiments, and records of their own activity. The statistical and mathematical
tools underlying machine leaming and dimension reduction techniques of all kinds must be
percolated into lower levels of the curriculum, to train data proficient scientists in anticipation of
a profound shift of research resources into data-enabled science in the future.

The value of data on a “per byte” basis often increases with the availability of more data for
context. Overlays of different types of data (e.g. correlation of multiple measurements in
experiments, of multiple diagnostics in medicine, or of multiple indices in geographical
information systems) offer insights that are not available from the same data considered
separately. Discrete mathematics can play a key role here, in terms of information retrieval and
associative databases,
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Data-enabled science is interesting on its own, but even more interesting in combination with
simulation-enabled science. The latter is limited by modeling errors (among other limitations)
while data-based methods are limited by observational or experimental error (among other
limitations), which can be profound in leading edge scientific experiments in which the signals
of interest are weak or rare in the midst of noise. Together, through methods like data
assimilation and parameter inversion, these two ugly parents can have a beautiful child, the
limitations of each being reduced by being taken together. Moreover, real-time data-enabled
scientific discovery can be aided by the simulation informing the experimental or observational
process about where to concentrate effort (optimal sensor placement). This synergism is rarely
exploited today because of the two worlds, are disconnected in terms of practitioners, software-
hardware interfaces, and the compute-intensiveness of doing the assimilation and steering.

A major challenge for mathematical scientists is to winnow massive data sets and represent them
sparsely, for computing and storage purposes. Sometimes, loss in compression cannot be
tolerated for scientific or legal reasons, but raw large-scale data sets can often be reduced by
orders of magnitude in bulk without negative implications and there is a premium on performing
this reduction and working in the “right basis™ for many reasons, as we become deluged by data.
The acquisition cost of large-scale computers is in the data memory and the operation cost of
large-scale machines is in moving the data around, not manipulating it arithmetically. Moreover,
IO rates lag processing rates, putting an operational premium on minimizing /O beyond the
budgetary premiums.

The Division of Mathematical Sciences has natural partners beyond the scientific divisions of the
MPS Directorate, in other parts of the Foundation and beyond. Other research-intensive
agencies (e.g., DoD, DOE, NASA, NIH, NIST) and mission agencies (e.g., AHRQ, BEA, BJS,
BLS, BTS, Census, EIA, EPA, IRS, NASS, NCES, NCHS, OMB) are awash in data that need to
be gathered, curated, archived, turned into useful information. and applied. Needed from DMS
are abstractions, algorithms, and software tools to: characterize and improve data quality, to trade
off cost and data quality. to link multiple databases, and to analyze. In some instances, privacy
and confidentiality are major concerns, DMS researchers can contribute to tools to handle legacy
data and new forms of data (audio, images, video). DMS researchers must also be involved in
developing means of quantifying uncertainty. and means of communicating uncertainty to the
public and to policy makers. The mathematics of risk analysis must be developed to accompany
the emergence of data-enabled science

While considerable opportunities present themselves for mathematicians and statisticians to
embed themselves in applications, long-term curiosity-driven research in data science must also
be encouraged. History shows that the fruits of curiosity-driven research in the mathematical
sciences are plucked by applications, at unpredictable intervals following their invention.
Outside of the scientific realm, information management has grown to be a $100 Billion
business, so spinoffs from data-enabled discovery can lead to huge multipliers in
competitiveness.

In summary, mathematics and statistics lie at the intersection of all quantitative fields engaged in
DES, through the power of their abstractions, and they swiftly convey breakthroughs in one field
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into related ones. Individuals in DMS are often involved with the frontiers of DES both
internally to the discipline and in interdisciplinary contexts. Growing numbers in the
mathematical sciences community wish to be involved in DES problems, which has led to some
of the most innovative, prize-winning developments in mathematics and statistics in recent years
and some of the greatest fun. Impediments to be addressed by MPSAC could include the
difficulty of securing postdoctoral funding (especially in statistics) and limited opportunities for
interdisciplinary engagements as co-PIs on project proposals to NSF, since projects that are truly
collaborative may present particular challenges to review panels.

3.5 Physics

Large data sets are a familiar component of physics research. In recent vears, LIGO has acquired
about two petabytes of data. With the Large Hadron Collider (LHC) reaching interesting beam
energies, particle physics is preparing for the impending data tsunami which will generate about
700 MB of data per second. And this does not include simulated data, which could easily double
or triple the data rate.

These big experiments are not the only data-enabled physics, however. The ability to simulate
complex physical systems is also advancing rapidly. The output of these simulations will grow in
size and complexity as more physics is included in the simulations. Moreover, single
investigator experimental programs can easily acquire large amounts of data and many would
benefit from better algorithm, software, and even data sharing formats.

The scientific pay-off of these data-intensive projects is bounded by the ability to process and
analyze the data at the rate they are acquired.

Case Study I: Gravitational-wave Astronomy (LIGO)

The scientific pay-off of LIGO is bounded by the ability to process and analyze the data at the
rate they are acquired. Over the past decade, LIGO has acquired 2 petabytes of data. The
scientific collaboration adopted an hierarchical grid model for data storage and computation in
which raw data is archived in Tier-0 data centers and centrally aggregated to a Tier 1 from which
reduced data is moved to Tier-2 (regional compute centers) and Tier-3 (university compute
centers). A similar structure has been adopted by the LHC experiments.

Over the next five years, the Advanced LIGO instrumentats (al.IGO) will be installed and begin
operating. LIGO has partnered with Virgo, a French-Italian gravitational-wave detector project,
and with GEO, a British-German detector project, to form a global network of gravitational-
wave detectors. The goals of aLLIGO are to test relativistic gravity and to develop gravitational-
wave detection as an astronomical probe. alLIGO operations will span the transition from rare
detections to routine astronomical observations. In stable operations, aLIGO will generate about
1 PB of raw data per year which needs to be replicated between the geographically distributed
observatories and the compute centers at the same rate as it is acquired. A number of processed
data products are planned including reduced data sets for scientific analysis, event databases, and
astronomical alerts when transient events are identified. Robust online and offline data handling
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and analysis capabilities are required. Pipelines generating transient alerts & data quality
information within seconds of data acquisition are also needed. Careful attention must be paid to
interfaces between control/diagnostic systems, data acquisition systems, and processing systems
to ensure robust operations of the low-latency system. The data will be re-processed offline for
transients including deeper searches, enhanced data quality generation, searches for continuous
and stochastic signals, parameter estimation, and simulations.

To achieve the science goals, four aspects of data processing and analysis must be supported: 1)
storage and compute resources including both hardware and personnel, 2) development,
enhancement and support of middleware and services including data discovery and replication,
database of events and data quality, authentication/authorization, monitoring, 3) development,
enhancement and support of software to provide access and core algorithms, 4) development and
prototyping algorithms and pipelines to identify signals to identify correlations with the
environment and auxiliary systems. This requires support of discipline specific scientists,
mathematicians, statisticians, and computational scientists.

Case Study II: Large Hadron Collider

On March 30, 2010, with the first 7 TeV proton-proton collisions at the LHC, high energy
physics entered an era in which data sets are expected to grow to more than 10 PB/year within a
few years. Particle physicists are now, in effect, running two sets of experiments simultaneously:
one to search for new physics that could change our view of nature and the other to test whether
or not the newly created cyber infrastructure, the Worldwide LHC Computing Grid (WLCG),
works effectively under highly stressed real-world situations. The goal of the WLCG is to
provide physicists controled, and timely, access to approximately 100,000 processors, housed in
170 computer centers in 40 countries.

In a typical analysis in high energy physics, physicists compare observations with background
models that have been validated using real data. In addition, the same data may be compared
with various models of potential new physics. These signal models typically depend on several
parameters. For example, the simplest supersymmetric (SUSY) models require the specification
of 5 to 6 parameters, &, in order to define the models completely and thereby allow for prediction
of the expected signal s = f{6). In dealing with such models, physicists are faced with at least two
problems: 1) the function f{ &) is typically not known expleitly, but only implicitly through semi-
analvtical calculations that involve simulation, and 2) to test such models effectively, analyses
need to be optimized at multiple parameter points €. This requires the simulation, at each
parameter point, of hundreds of thousands to millions of proton-proton collision events. In the
simplest cases, each of these optimized analyses would be applied to the real data yielding N
events that satisfy certain cuts. Even for a simple count-based analysis, such as we are
describing, which reduces the raw data to a set of (correlated) counts {N} and the associated set
of background estimates {B}, the computational burden of performing scientific inference for a
multi-dimensonal parameter 6 is very large, especially if Bayesian methods are used. Moreover,
the entire procedure, in principle, must be repeated for every class of models to be tested. At
present the software codes to execute such analyses are developed by teams of physicists in ways
that may be not be optimal in terms of resources needed and the timeliness of results. New
algorithms will be needed to scale up, or more likely replace, existing practice.
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Specific Needs of the Physics Community

A. Need for data storage and computational facilities: The experimental gravitational-wave and
particle physics communities have developed an hierarchical grid model for data storage and
computation in which raw data is archived in Tier-0 data centers and reduced data is moved to
Tier-2 (regional compute centers) and Tier-3 (university compute centers). This hierarchical
distribution of data and computing resources is an extremely effective way of insuring the data
can be easily accessed and used by the physicists. It is clear that a similar hierarchical approach
is needed to support the simulation community which requires a range of computational facilities
that allow rapid prototyping and debugging in addition to the larger compute centers which
provide the resources for high-resolution and large scale simulations. Ideally. there would be a
seemless migration from rapid prototyping to the execution of a large-scale analysis. This is not
the case at present.

B. Need for support personnel: The processing and analysis of large data sets requires software
and services to allow scientists to extract the maximum scientific pay-off. Among the activities
that need to be supported are authentication and authorization services, help desk support.
software build and test facilities, monitoring of storage and computational resources, data
replication and movement, data and metadata capture services, data mining tools and
visualization. To deliver high quality. enabling products requires a combination of discipline
specific scientists, software engineers. and programmers. For large experiments, a reasonable
rule of thumb is that support for these activities requires about 10% of the operating costs of the
effort. It is important to note that the full release of data which have been processed to remove
artifacts goes beyond this scope and may require an additional 10% of the operating costs to
support.

C. Need for support of interdisciplinary research activities: Algorithm and application
development needs vary according to the specific activity being undertaken. With the explosion
of data from experiments and simulations, there is an urgent need for collaborations between
physicists, mathematicians, statisticians and computer scientists.
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Appendix A — National Study Groups Face the Data Flood

Several national study groups have issued reports on the urgency of establishing scientific and

educational programs to face the data flood challenges. including:

. National Academies report: Bifs of Power: Issues in Global Access to Scientific Data, (1997)

downloaded from hitp://www.nap.edw catalog.php?record_1d=5504

2. NSF report: Knowledge Lost in fﬂf()ﬂ' mation: Research Directions for Digital Libraries, (2003)
downloaded from http://www sis.pitt.edu/~dlwkshop/report.pdf

3. NSF report: Cyberinfrastructure for Environmental Research and Education, (2003)
downloaded from http://www.near.ucar.edw/ cyber/cyberreport. pdf

4, NSF Atkins Report: Revolutionizing Science & Engineering Through Cyberinfrastructure:
Report of the NSF Blue-Ribbon Advisory Panel on Cyberinfrastructure, (2003) downloaded
from http://www.nsf.gov/od/oci/reports/atkins.pdf’

5. NSB (National Science Board) report: Long-lived Digital Data Collections: Enabling
Research and Education in the 21st Century, (2005) downloaded from
http://www.nsf.gov/nsb/documents/2005/L.LLDDC _report.pdf

6. NSF report with the Computing Research Association: Cyberinfrastructure for Education and
Learning for the Future: A Vision and Research Agenda, (2005) downloaded from
hittp://www_cra.org/reports cyberinfrastructure. pdf’

7. NSF report: The Role of Academic Libraries in the Digital Data Universe, (2006) downloaded
from http://www.arl.org/bm-doc/digdatarpt. pdf

8. National Research Council, National Academies Press report: Learning to Think Spatially,
(2006) downloaded from hitp:/swww.nap.edu/catalog, php2record id=11019

9. NSF report: Cyberinfrastructure Vision for 21st Century Discovery, (2007) downloaded from
http:/www.nsf.eoviod/oci/ct vi.pdl

10. JISC/NSF Workshop report on Data-Driven Science & Repositories (2007) downloaded from
http://'www.sis. pitt.edu/~repwkshop/NSF-JISC-report.pdf

11. DOE (Department of Energy) report: Visualization and Knowledge Discovery: Report from
the DOE/ASCR Workshop on Visual Analysis and Data Exploration at Extreme Scale, (2007)
downloaded from http://www.sc.doe.gov/ascr/ ProgramDocuments/Docs/DOE-Visualization-
Report-2007.pdf

12. DOE report: Mathematics for Analysis of Petascale Data Workshop Report, (2008)
downloaded from
http://www.sc.doe.gov/ascr/Program Documents/Docs/Petascale DataWorkshop Report. pdf’

13. NSTC Interagency Working Group on Digital Data report: Harnessing the Power of Digital
Data for Science and Society, (2009) downloaded from
http://www.nitrd.gov/about/Hamessing Power Web.pdf

14. National Academies report: Ensuring the Integrity, Accessibility, and Stewardship of
Research Data in the Digital Age, (2009) downloaded from
http://www.nap.edu/catalog.php?record _id=12615
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Briefing Document for “Changing the Conduct of Science in the Information Age”
NSF Workshop on April 26, 2010

Katy Barner, Indiana University, katv@indiana.edu

(1) Openly accessible data

Replicability is a hallmark of science. Those communities of science which embrace shared data (and
software) repositories thrive. SciSIP researchers frequently work with “for-pay™ data from Thomson
Reuters or Elsevier or proprietary download data, e g., Mesur, and hence cannot share their data. Many also
use proprietary tools and few share code (it takes about 3-10 times more efforttime/funding to generate and
document code that can be shared/reused). Consequently, it is impossible for others to replicate, seriously
review, or improve results.

There are a number of efforts that support
* federated search over one or multiple, de-1dentified or not de-identified data holdings and
* raw data download as dump in structured formats.

Among them are

CiteSeer, hitp://citeseers ist. psu.edu
ManoBank, http://www nanobank org
Scholarly Database, http:/sdb.slis.indiana.edu
NSF awards, hitp:/'www nsf gov/awardsearch
NIH awards, hitp.//projectreporter nih gov
Data .gov, http://'www data gov

The Scholarly Database (SDB) lsdb slis.indiana edu) at Indiana University supports federated
search over 23,000,000 MEDLINE papers, USPTO patents, NSF awards, and NIH awards. Matching
records can be downloaded as csv file but also in network format, e.g., co-author, co-investigator, co-
inventor, patent citation networks, and formats suitable for burst analysis in the NWB Tool

(http://nwh slis indiana edu) and Sei2 Tool (hitp:/sci.slis.indiana.edu). Tn April 2010, SDBE has more than
220 registered users from 26 countries on 5 continents. We are in the process of exposing the SDE datasets
to the Semantic Web as Linked Open Data.

The VIVO National Researcher Network (http://vivoweb org) will soon expose high guality people data
from systems of record (Human Resource, Sponsored Research, Course databases from academic and
government institutions) to Linked Open Data.

Linked Open Data (LOD) (hitp:/linkeddata.org) is relevant to this NSF workshop as it makes many
datasets openly available in a structured and interlinked form. However, before LOD can be used for
SciSIP studies, it needs to be known who is exposing what data semantically, exactly what data is exposed,
and what linkages exist. The provenance trail, ie., what data came from what source and what
changes/unifications/linkages were made, needs to be documented in an audible fashion. Below 1 provide a
listing of the kinds of data I/others need to understand together with sample data formats,

Peaple that serve LOD
Name | Institution | Contact info/email | Geolocation (ZIP if in US, city+country otherwise)

Datasets

Dataset Name | Ongmnal Source | URL | # Records | Link to raw data sample | Ontology/structure/data
dictionary | topic coverage, e.g., medicine, CS | Type. e.g., patents. funding. genes | Available in LOD since
when?

Are there also derivative datasets in LOD? For example datasets that add addinonal (calculated) values or
umfy names, geolocations, ete?
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Services

The number of services that use a LOD dataset is a major indictor of its quality, reliability, and utility
What tools/services use what datasets?

Service Mame | URL | Type of functionality | Available since when?

People—Data Linkages

A listing of

People Name | Dataset Name

This will show who contributes how many datasets but also what datasets are served by multiple parties.

Data—Data Linkages

Dataset Name 1 | Dataset Name 2 | Mapped classes/atiributes/linkages, etc. | #matches | # records in Dataset
1| # records in Dataset 2

One row per mapping,

Data—Services Linkages
Dataset Name | Service Name

If this information can be acquired for LOD and non-LOD data then we can make informed decisions on
what data to use for what type of SciSIP study

(2) Electronically accessible publications

Please see (1) but 1 believe we need more than publications for SciSIP research. We need information on
the input (e.g., funding, policies, jobs) and the output (e.g., publications, patents, datasets, software, tools,
resources, expertise) of science. This information is commonly stored in data silos, However, we need to
know, e.g., what students/Postdocs/staff and funding one faculty member attracted and what output s’he
produced, Hence, the linkage of funding to publications (as provided in NIH's RePORTER and soon
available for NSF data), the ARRA required repomng of jobs in academe (http://

individual level data on people soon available via VIVO to name just a few relevant datasets, are essermal

(3) Digitally identifiable scientists

A recent NIH Workshop on Identifiers and Di in Scho;’arh’ Work at the University of Florida,
Gainesville, Flerida on March 18-19, 2010 (http://s flat/ /) identified an
impressive set of different identifiers and data structures that are currently used or planned to describe
“people”.

General and scholarly identifiers comprise: FOAF. OpenlD), Federated identity management,
InCommon, Medpedia, ORCID, VIAF, Marc Authority 12, CV Lattes, ISNL, national identification number
scheme, Concept Wiki'WikiPeople, Amazon, Repee, RescarcherlD (151}, Scopus [D, Google Scholar,
Citeseer, arxiv, VIVO, PubMedUMLS. Federal identifiers such as SSN, TIN, EIN, VISA numbers, PIV
cards also exist but are less relevant here.

It seems impossible that all institutions, publishers, service providers will agree on one identifier,
However, it is very possible that each researcher is assigned one ID whenever she publishes the first
paper—analogous to getting a computer account, the author might go to the local/institutional library with
his driver’s license or other identification to receive this author [, In addition, authors (using VIVO,
WikiPeople, etc.) would provide “see also™ links that interconnect IDs across data silos. For example, a
researcher mighl add to hus'her ev that his'her 1D at IU is aaa. see also D xax in Scopus, [D yyy in 151
database, zzz in VIVO, ¢te.

Again, it will be important to know who added what data/link, 1., the full provenance trail needs to be
known,

<
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The objects of science and their representation in eScience
Mike Conlon
University of Florida
mconlon@ufl.edu, http://vivo.ufl.edu/individual/mconlon

Science is done by people. They form teams, make hypotheses, write grants, build and
use tools, observe nature, conduct experiments, collect data, draw pictures, analyze, draw
conclusions, present results, write papers, and generate data and other artifacts. They
teach, mentor and model the next generation of scientists. How does eScience -- the
application of information technology to scientific processes -- help, hinder, or change
science? What is missing? What can we recommend for improvements?

Consider the "objects" of science as in modeling. A simple model might start with people,
funding, resources, papers and data. For eScience to help, it might provide a means to
know about science and to facilitate the scientific work in any of the aforementioned
processes.

People

Systems such as VIVO are being created to identify people, create representations of those
people, model expertise, interests and activities, and to associate those representations
with other objects in science. A rich vocabulary of connections between people is
envisioned (coauthoredWith, coPIWith, mentored, taughtBy). Information about people,
their connections to each other and their connections to other objects in science can then
be used to build teams in support of the various science processes around the world, and
to better understand the nature of scientific collaboration and predict future productivity.

Funding

Simple systems are available to model funding to provide information about who got which
resources to perform what work. US federal science agencies should provide this data in a
common open format. Collaboration with EU and other funding agencies should provide
significant world coverage. Connections can then be made between the elements of
funding and it's first order products -- papers, data and tools. Connections can then also be
made to second order products and beyond -- better health, improved economic or social
conditions. Corporate, private and other funding will require disclosure at appropriate points
in the scientific process.

Resources

Systems are being created to model research resources -- equipment, computational
resources, cell lines, tools, software, core labs, national labs and more. These resources
can be connecled to the people who created them, manage them, and use them.
Resource discovery results. The Eagle-| project and others are developing semantics for
representing resources and their connections to people, funding and other objects of
science. Support is needed to demonstrate the utility of such information resources in a
variety of settings.
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Papers and other creative works

Much work has been done to make scientific literature available in a variety of formats and
contexts. Standard, open, semantically clear citation objects have been designed, but are
only partially available. A world resource of open citation information is needed to form a
basis for connecting (attributing) people to papers. Publishers, aggregators and
governments all have an interest in making this data freely available. Simple attribution
(authorship) can be augmented by a richer set of connections of people to works. A new
vocabulary of attribution will enhance our understanding of the contributions made by
scientists to works.

Data

Scientists create and analyze data. They can create additional findings from data
previously collected. Well-curated, publicly available data is rare. Scientists need
incentives to make data available to others via collaboration or more generally.
Identification, semantic description, curation, citation, access control and attribution are all
frontier areas for the use and reuse of data in science. Repositories are beginning to make
inroads in the provision of data. Incentives potentially unlock data for additional reuse.
Linking data to papers and people will provide new opportunities for collaboration and
reuse.

Connections, tools and opportunities

Connecting objects to each other opens a world of new expression, resulting tools and
opportunities for discovery. The efficiency of science goes up -- new collaborations are
formed, additional data is made available for additional findings. Papers and works are
more easily found and can be more readily assessed having been associated with data,
funding, people or resources of interest. An observatory for the objects of science can be
created giving us a window on science as it operates and to see the operation as it occurs.
The impact of science is more readily determined when objects and their connections can
be visualized and assessed.

More objects, future work

One can easily imagine additional objects to be added to an eScience framework --
hypotheses, assertions, concepts, provenance, ownership, patents, institutions, and many
more. By committing to open reusable models, software and data, we can build an
eScience infrastructure that accelerates discovery.

Recommendations

1. Support development of open systems for representing the objects of science, including
object modeling, semantics, and their technical implementations.

2. Support institutional adoption of open systems for representing the objects of science.

3. Support development of tools and retrofitting of existing tools to use the objects of
science for more efficient science and for information about science.

4. Provide an international open standard data set for bibliometric information for all
published work world wide at the level of papers, possibly through a collaboration of
international libraries -- Library of Congress, British Library, etc.
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Elias, Peter, “Digital Technology and the Conduct of Scientific Research”

Digital technology and the conduct of scientific research

This note sets out some recommendations concerning the ways in which digital technology
influences, affects and shapes the conduct of scientific research. ‘Digital technology’ is defined here
to encompass not only the tools (hardware, software and middleware) that can facilitate discovery,
access to, processing and preservation of electronic information but also the technical and
managerial skills to develop and apply such activities and the communication systems that enable
the sharing of scientific knowledge on a global basis. These recommendations are presented in the
three functional areas: data access, knowledge access and attribution.

Data access

The extent, volume and variety of electronic data are expanding at rates that currently outstrip our
ability to locate, manipulate and preserve such data for research purposes. Older methods of data
collection which have traditionally been used in the social and economic sciences {e.g. census and
survey methods) now face increasing problems of quality and cost, creating pressures which will lead
inexorably to plans to make better use of digital technologies relating to data discovery, collection,
access, repurposing and curation. However, while great progress in these areas has been made in
some scientific areas (e.g. astronomy, particle physics), progress has been significantly slower in
areas which make use of personal data'. Factors which mitigate against such research include legal
barriers (e.g. legislation explicitly preventing data sharing or the interpretation of legislation which
protects human subjects), ethical barriers (e.g. data collected for one purpose not being used for
another without the need for consent), administrative barriers (data guardians setting up
cumbersome access procedures which are inefficient and/or expensive to operate (e.g. safe data
centres) and obstacles that arise because of perceptions of ‘ownership’ or ‘intellectual property
rights’ held by data guardians.

Over the past ten years numerous attempts have been made to overcome these barriers to data
discovery, access and their reuse for research purposes. Much progress has been made, as is
evidenced via the activities of bodies such as CODATA?, but progress on the sharing of personal data
relating to living human subjects (e.g. individual income, social security, health, criminal records) has
been difficult, mainly because of legal and ethical barriers.

Despite these obstacles, there is one area where significant progress is now being made. More
efficient and secure means of access are now evolving in a number of countries, which make use of
virtual safe settings — systems through which authorised and authenticated users can gain remote
access to data on individuals or organisations whilst preventing copying of data and minimising the
potential for abuse of access privileges.

Recommendation 1:  National research funding agencies should collaborate to identify best
practice in establishing secure systems for remote access to data held by
national statistical offices, national government departments, major private
sector companies and other agencies acting as data guardians.

Defined here to include data about specific organisations as well as specific individuals.
See http://www.codata.org/
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Recommendation 2:  National Statistical Offices should be encouraged to locate, catalogue and
assist with access to administrative data for research purposes.

Recommendation 3:  Research funding agencies should collaborate in promoting social, economic
and behavioural research programmes to encourage innovative research
uses of new forms of digital data.

Knowledge access

The traditional method by which knowledge was disseminated involves a close relationship between
the authors of scientific articles, peer referees, publishing houses, libraries and scholars. Publishing
houses set up domain-specific journals with editorial boards (or academics approached publishers
with plans for such). Scientists submit scholarly articles for peer review and (hopefully) publication.
Scholars (or their institutional libraries) buy or subscribe to the resulting books and journals to gain
access to this knowledge.

This system remains in place, though it is now under severe strain. It worked well in an age when
access to knowledge was synonymous with access to the paper on which the knowledge was
printed. The advent of photocopying threatened this system until controls were put in place to
monitor and refund authors and publishers. However, the widespread demand for electronic access
to searchable databases of peer reviewed knowledge is having a substantial impact upon this
relationship. The rapid growth in popularity of e-books and e-journals is evidence of the shift away
from the traditional ways in which knowledge is made accessible. But who pays for ‘free’ access to
scientific knowledge? Who protects the intellectual property of the authors? What is the role of the
institutional library in this new environment?

A further issue relates to the demand for easier and more immediate access to research knowledge.
Scientists are now more likely to share research findings with colleagues prior to publication in a
peer refereed journal. New journals are being created which exist only in virtual format. Wider
access to non-refereed or poorly refereed work not only raises issues about the quality of scientific
information now accessible on the web but also poses a threat to the demands that the scientific
community are making for better access to published material currently protected via copyright.

These are key issues that must be addressed with urgency. While relevant international associations
espouse the principles of open access” to research knowledge, further international cooperation and
action will be required to ensure that twin goals of unfettered access to electronically available
research knowledge and a sustainable system of high quality peer reviewing of such knowledge are
achieved.

Recommendation 4:  Research funding agencies should establish mechanisms through which they
can monitor developments in knowledge access and associated peer
reviewing. |f appropriate, they should agree collectively on measures that
will ensure such knowledge is accessible to the global research community
whilst ensuring that quality thresholds are achieved.

*see for example http:/farchive.ifla.org/V/cdoc/open-access0d.html (visited 9 April 2010).
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Attribution

The third issue which requires global action to resolve relates to the issue of attribution — the ways
in which the work of scientists is recognised and accredited. Currently, attribution for research
efforts arises primarily through the authorship of scientific papers, books and journals. While
scientific disciplines vary in terms of the ways in which authorship is defined and interpreted by
others, this system forms the basis of traditional attempts to rate scientists in terms of their
productivity, prestige, contribution to knowledge and the impact of their research.

A number of issues are now arising as scientific research moves increasingly from the national to the
international sphere. The first relates to the fact that scientists have always been heavily involved in
the design, funding, operation and management of large scale research infrastructures. Ranging
from multiple array telescopes to genetic databases and major national longitudinal studies, these
resources require a major career commitment from research scientists if they are to make their
optimal contribution to global scientific enquiry. The rapid growth in the number and scale of this
infrastructure means that there are now increasing demands placed on the scientific community to
engage in design, funding, and operational functions for major research infrastuctures. While the
systems are in place {(or are being put in place) to allow international sharing of such facilities for
research purposes, the current system for attribution fails to recognise the efforts made by those
who help develop, operate, manage and sustain research infrastructure. Without effective
attribution for these functions, the future supply of skills, knowledge and expertise required to make
them effective could be at risk.

Recommendation 5:  Funding agencies should cooperate to undertake a discipline-based review
of all current and planned major scientific research infrastructures. This
should focus upon their future staffing requirements at the most senior
levels, particularly on succession planning. In the light of such evidence,
funding agencies may wish to establish internationally agreed procedures
through which the scientific contributions made by senior scientists engaged
in infrastructure management and direction can be attributed to them.

A further issue derives from the demands for open access to research knowledge discussed under
the preceding heading. If the quality of electronically available research outputs cannot be
effectively controlled and interpreted in an international context, attribution for research outputs is
further jeopardised (see recommendation 4).

Peter Elias

Strategic Advisor (Data Resources)
UK Economic and Social Research Council
{Peter.Elias@warwick.ac.uk)

9™ April 2010
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European Union, “Riding the Wave: How Europe Can Gain from the
Rising Tide of Scientific Data”

B AN

“Riding the wave
How Europe can gain from the rising tide of scientific data

Final report of the High Level Expert Group on Scientific Data
A submission to the European Commissian

~ October 2010 e -
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Riding the wave

How Europe can gain from the rising tide of scientific data

Final report of the High level Expert Group on Scientific Data
A submission to the European Commission

October 2010

@ European Union, 2010
Reproduction is authorised provided the source is acknowledged.

The views expressed in this report are those of the authors and do not
necessarily reflect the offidal Furepean Commission's view on the subject

Printed by Osmaticait

The members of the HLG would like to thank the project GRDI2020 for supporting the meetings
lagistics and the arrangements for the publication of the final report. GRIN20201s a coordination
action project funded by the European Seventh Framework Programme for Research and
Development (FP7) under Grant Agreement RI-246682,
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Unlocking the full value of scientific data

D_igital Agenda

for Eurape

and actions to maximise the benefit of the

digital revolution for all. Supporting research
and Innovation Is a key priority of the Agenda,
essential If we want to establish a flourishing digital
economy by 2020,

T he Digital Agenda for Europe outlines policies

Sclentific research |s supported by Its infrastructures:

technical tools and Instruments and socio-economic
systems for organising and sharing knowledge.
These have been in constant change for many
centuries reflecting advances in technology and
change in political systems, Key Inventions like the
microscope orthe telescope resulted in huge

RIDING THE WAVE

“Information and
Communication
Technologies (ICT) are
the most recent
transformational factors
inscience,”

scientific progress by allowing the validation or
jection of th and the invention of book
printing in the 15th century and the organisation of
knowledge in research libraries allowed
unprecedented access to knowledge.

Information and Communication Technologles {(ICT)
are the most recent transformational factors in
science, They enable close and almost instantaneous
collaboration between scientists all over the world
and they provide access to unprecedentad volumes
of scientific information that can in turn be
processed on powerful computational platforms,
Many younger sclentific disciplines would not even
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exist without access to these technologies. Today ICT-
based infrastructures {e-Infrastructures) have
become an essential foundation of all research and
Innovation.

This is reflected in the European Commission and EU
Member States investing in different domains of e-
Infrastructures. Together we have been working on
connecting researchers, scholars, educators and
students through high speed research networks like
GEANT, providing access to shared grid and cloud
computing facilities, and developing
supercomputing capacity for very demanding
applications through the European partnership
PRACE. To complement these developments, Europe
is putting the seeds for the emergence of a robust
platform for access and preservation of scientific
information.

All these are and will remain important elements
underpinning Eurcpean research and Innovation
pelicies. However, with robust infrastructure for data
transmission and data processing in place, we can
now start to think about the next step: data ftself. My
vision s a scientific community that does not waste

resources on recreating data that have already been
produced, in particular if public money has helped
to collect those data in the first place. Scientists
should be able to concentrate on the best ways to
make use of data. Data become an infrastructure
that scientists can use on their way to new frontiers.

Making this a reality is a more difficult task than it
may seem, To collect, curate, preserve and make
available ever-increasing amounts of scientific data,
new types of infrastructures will be needed. The
potential benefits are enormous but the samelis
true for the costs. We therefore need to lay the right
foundations and the sooner we start the better. This
repart of the High-Level Group on Scientific Data
will be an invaluable input for formulating our
research and research-infrastructure policies. linvite
every citizen and every organisation involved in
scientific research to take note of this report and to
use it as a reference point when discussing the
priorities of EU research investments.

Neelie Kroes
Vice-President of the European Commission,
responsible for the Digital Agenda
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FROM THE CHAIR

On the challenges ahead

present the report of the High Level Group on the future of scientific data. The
Importance of facing up to the challenges before us Is crucial if European
research Is to remain at the leading edge globally,

The resulting actions that we propose will affect all areas of research, not just big
science. This range has been reflected in the group as we have considered the
impact on, for example, the humanities, publishing, and bio-diversity In addition
to large international science facilities. Indeed, getting it right will affect the way
research is done In the future and will be instrumental in ensuring that the
challenges before us are solved in a holistic way rather than allowing individual
disciplines to dig entrenched positions. Just how students will be trained in the
future, or how the profession of"data scientist” will be developed, are amang the
questions the resolution of which Is still evelving and will present intellectual
challenges for both privately and publicly supported research, Critical to
everything is how trust can not only be fostered but ensured so that the “Fifth
Freedom of Knowledge"is pursued with vigour for the good of all society.

In addition to the High Level Group coming from a diversity of backgrounds, the
liveliness of the discussions and the working atmosphere have been a delight and
|thank the members for their excellent contributions. Also my thanks to the
Commission staff who have entered into the debate with an exemplary degree of
apen-mindedness. Finally | would like to acknowledge the assistance of the
various people who came to the group to share their thoughts and experience
with us from around the world, to rapporteur David Glaretta who broughtthe
discussions together into a coherent structure and action plan, and to Richard
Hudson wheo miraculously took our stream of consciousness ideas and turned
them Into a coherent report.

N Loeord
o

John Wood
Chair
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EXECUTIVE SUMMARY

rising tide of data - global, diverse, valuable

and complex. In the realm of science, this is
both an opportunity and a challenge, This report,
prepared for the European Commission’s
Directorate-General for Information Society and
Media, identifies the benefits and costs of
accelerating the development of a fully functional e-
infrastructure for sclentific data - a system already
emerging piecemeal and spontaneously across the

ﬁ fundamental characteristic of our age Is the

globe, but now in need of afar-seeing, global
framework. The outcome will be a vital scientific
asset: flexible, reliable, efficient, cross-disciplinary
and cross-border.

The benefits are broad. With a proper scientific e-
infrastructure, researchers in different domains can
collaborate on the same data set, finding new
Insights. They can share a data set easily across the
globe, but also protect its integrity and ownership.
They can use, re-use and combine data, increasing
productivity, They can more easily solve today's
Grand Challenges, such as climate change and
energy supply. Indeed, they can engage in whole
new forms of scientific inquiry, made possible by
the unimaginable power of the e-infrastructure to
find correlations, draw Inferences and trade deas
and information at a scale we are only beginning to
see, For society as a whole, this is beneficial, It
empowers amateurs to contribute maore easily to
the scientific process, politicians to govern more
effactively with solid evidence, and the European
and global economy to expand,

—+

But there are many challenges. How can we
organise such a fiendishly complicated global effort,
without hindering its flexibility and openness? How
do we incentivise researchers, companies, and
individuals to contribute their own data to the
e-infrastructure - while still trusting that they can
protect their privacy or ownership? How can we
manage to preserve all this data, despite changing
technologles and needs? How to convey the context
and provenance of the data? How to pay for it all?

Qurviston Is a scientific e-infrastructure that
supports seamless access, use, re-use, and trust of
data. In a sense, the physical and technical
infrastructure becomes invisible and the data
themselves become the infrastructure - a valuable
asset, on which science, technolegy, the economy
and society can advance. Qur vision is that, by 2030:

® Al stakeholders, from scientists to national
authorities to the general public, are aware of the
critical importance of conserving and sharing
reliable data produced during the scientific
process,

® Researchers and practitioners from any discipline
are able to find, access and process the data they
need. Thay can be confident in their ability to use
and understand data, and they can evaluate the
degree to which that data can be trusted.

w Producers of data benefit from opening it to
broad access, and prefer to deposit their data
with confidence in reliable repositories. A
framewaork of repositories work to international
standards, to ensure they are trustworthy.

RIDING THE WAVE
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Public funding rlses, because funding bodies
have confidence that their Investments in
research are paying back extra dividends to
soclety, through increased use and re-use of
publicly generated data.

L ]

The innovative power of industry and enterprise
is harnessed by clear and efficient arrangements
for exchange of data between private and public
sectors, allowing appropriate returns to both,

% The public has access to and can make creative
use of the huge amount of data available; it can
also contribute to the data store and enrich it. All
can be adequately educated and prepared to
benefit from this abundance of information.
Policy makers are able to make decisions based
on solid evidence, and can monitor the impacts

of these decisions. Government becomes more
trustworthy.

# Global governance promotes international trust
and interoperability.

There is a clear role for government in all this; and
we offer a short-list of action by various EU
Institutions — bullding on work already begun across
the EU In recent years, and complementing efforts in
the US, Japan and elsewhere in the world,

1. Develop an international framework for a
Collaborative Data Infrastructure

The emerging infrastructure for scientific data must
be flexible but reliable, secure yet opan, local and
global, affordable yet high-performance. There Is no

onetechnology that can achleve itall. So we need a
broad, conceptual framework for how different
companles, institutes, universities, governments and
Individuals would Interact with the system. We call
this framework a Collaborative Data Infrastructure,
and we urge the European Commission to accelerate
efforts - in Europe and around the globe - to make it
real.

2. Earmark additional funds for scientific e-
infrastructure

Development of e-infrastructure for scientific data
will cost money, obviously - and as there ls a
significant element of public good in this, so there
must be a significant degree of public support. One
obvious source is found in the EU’s Structural Funds
- a portion of the budget mostly used to bulld reads,
industrial parks and other key infrastructure,
targeted at those regions of Europe most in need,
Already, a portion of this budget is earmarked for
research and innovation, including digital
Infrastructure. We call upon the European Council to
expand the funding possibilities.

3. Develop and use new waysto measure
data value, and reward those who
contribute it

If we are to encourage broader use, and re-use, of
scientific data we need more, better ways to
measure |ts Impact and quality. We urge the
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European Commission to lead the study of how to
create meaningful metrics, in collaboration with the
‘power users’in Industry and academia, and In
cooperation with international bodies.

4.Train a new generation of data scientists,
and broaden public understanding

We urge that the European Commission promote,
and the member-states adopt, new policies to foster
the development of advanced-degree programmes
at our major universities for the emerging field of
data scentist. We also urge the member-states to
include data management and governance
considerations in the curricula of their secondary
schools, as part of the [T familiarisation programmes
that are becoming commen in European education,

5. Create incentives for green technologies
in the data infrastructure

Computers use energy; and as the tide of scientific

data rises further the energy consumption risks rising

in tandem. We urge the European institutions, as
they review plans for CO2 management and energy
efficiency, to consider the Impact of e-Infrastructure
and prepare policies now that will ensure we have
the necessary resources to perform science,

6. Establish a high-level, inter-ministerial
group on a global level to plan for data
infrastructure

It makes no sense for one country or reglon to act
alone. We urge the European Commission to identify
agroup of international representatives who could
meet regularly to discuss the global governance of
sclentlfic e-Infrastructure. It should also host the first
such meeting.
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I. Riding the wave
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feedback loop between researchers and research results changes the pace and
direction of discovery. The “virtual lab® is already real, with the ability to
undertake experiments on large Instruments in other continents remotely In real
time. Researchers with widely different backgrounds - from the humanities and
social sciences to the physical, biological and engineering sciences - can
collaborate on the same set of data from different perspectives. Indeed, we begin
to see what some' have called a“fourth paradigm” of science - beyond
observation, theory and simulation, and into a new realm of exploration driven
by mining new insights from vast, diverse data sets. For the first time, large-scale
and complex “whole body" solutions become possible for some of society'’s
Grand Challenges of energy and water supply, global warming, and healthcare,

Just how will we train people to work in this environment? What tools will we
need to move, store, preserve and mine these data? How to share them? How to
understand them, if you are In a different scientific discipline than that in which
they were created? As a researcher, how will you know the data you access on
ancther continent are accurate, uncorrupted and unbiased? What if those data
include personal details - individual health records, financial information or
Internet habits? These are Just a few of the profound policy questions posed by
this new age of data-intensive sclence.

Nowhere in the world are these questions adequately addressed. But we believe
Europe has a special responsibility to lead, rather than to react, in this domain.
The European Research Area - despite its oft-noted difficulties - remains today
one of the top three scientific powers of the world, and if measured by the
number of published scientific papers alone, it out-produces the US and Japan; it
thus contributes more than its fair share to the scientific data tide. But that also
means it has unique skills to address the challenges, through the strength of its
best research Institutions, the diversity of fts technical talent, and the unique
ability of its researchers to collaborate across borders, industries and disciplines.

Throughout human history, the interrelation between science and the

technology for recording it has been deep and productive, In the ninth century,
the spread of paper underpinned the Golden Age of Islamic science, as Greek

B RIDING THE WAVE

72 European Union




Changing the Conduct of Science in the Information Age

June 28, 2011

RIDING THE WAV

and Roman works of science were translated and then superseded. From the
15th century onward, the printing press permitted scholarship to travel far and
wide - so a Copernicus could more easily influence a Gallleo. In just the past 60
years we have seen information and communications technologies applied to
such diverse fields as reaching the moon, harnessing nuclear energy and
beginning to control cancer.

In this report we are not trying to second-guess the future; it will certalnly be
different from anything we can Imagine now. But what we can do Is to push for
the difficult policy questions to be addressed, so that Important options are not
closed off and the science done today will be available to researchers tomorrow.
We point to a pathway that is technology-neutral' - based on concepts broad
enough to embrace whatever new forms of information and communications
technologies we develop over the next generation. This requires developing
principles for interoperability (technical, semantic, legal, and ethical), verification
and reliability - at local, | and global scale. It requires new incentives for
sharing and protecting data of different types, whether that data is precious and
guarded or abundant and open. And it requires a framework to review all these
principles at regular Intervals.

The European Union has an important, coordinating role in achieving this vision
~through its Digital Agenda, its Frameweark Programme and the policies
embodied in its European Research Area initiatives. Equally, there is the
opportunity for the EU institutions to lead in creating a commaon, world-wide
vision, The EU Competitiveness Council of late 20097 called on the European
Commission to address the issue of e-infrastructure for science, and this High
Level Group Is part of that effort. As we publish this report, the product of six
months of collective thought and research, we now call on the EU institutions to
maove beyond study and Into action,

We are on the verge of a great new leap in scientific capability, fuelled by data.
We have a vision of how Europe could benefit rather than suffer, lead rather than
follow. But we urge speed, We must learn to ride the data wave,

Keep constantly in

mind in how many

things you yourself

ha

changes already.

2 Witnessed

The universe is

cthange, |
understanding.

Marcus Aurefius,
121-180

| 9
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Il.Welcome to the data world

“We humans have bulit a creativity machine, It’s the sum of three

few hundred million ¢

things: a nputers, a communication s

connecting those computers, and some millions of human

using those computers and communications”

Vernor Vinge'

e live in the Information Age; and nowhere is that name more apt than
\M in science and technolegy. Technical information in all forms, whether
statistics, Images, formulae or know-how In the broadest sense of the

term, has already transformed our view of the world - and much more is yet to
come, A few examples, to sketch out the possibilities ahead:

| ]

Currently, about 2.5 petabytes — mare than a million, billion data units - are

stored away each year for mammeogrammes In the US alone.* World-wide,

some estimate, medical Images of all kinds will soon amount to 30% of all
data storage.” These could be a goldmine of data for epldemiclogical and
drug research, If made accessible in appropriately anonymised farmto
researchers,

u ‘Smart meters'for electricity consumption, now being installed in many EU
countries, produce the equivalent of one CD-ROM of data for each household
every year. Scale that up to 100 million households, and you have a vast
repository of data for economic and behavioural analysis of people’s energy
consumption,®

u Astronomy |s a well-recognised ‘power user’of data - but we are barely at the

start of this trend, From 2020, the Square Kilometre Array, a new intemational

radio telescope on the drawing board, could generate 1 petabyte of data
every 20 seconds - a fire-hose of numbers requiring unimaginable
processing power.’ Yt that data will push the limits of the obsarvable
universa out by billions of galaxies, perhaps back to the first moments after
the Big Bang.

10 RIDING THE WAVE
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® This century opened with the first ‘reading” of the human genome. By August
2002, digltal records on more than 250 billion DNA bases, from various
species, were stored In the US government’s public GenBank database® and an
entirely new discipline of science had emerged: systems biology. This uses
computers to simulate, at the sub-molecular level, exactly how DNA, proteins
and the other chemical components of life interact - and in time, it will
transform the practice of health sclences. “Organisms function In an
Integrated manner...but biologists have historically studied (them) part by
part,” sald Nobel Laureate David Baltimore. Systems biclogy * Is a critical
science of the future that seeks to understand the integration of the pieces to
form biological systems””

As these examples suggest, the increase in scientific data Isn't simply a question
of mare Information, more storage disks and more optical pipes to move it all -
though that Is certainly part of it. It is more profound than that: it changes the
way we do our science, and opens entirely new fields of research.

And these new fields require, from the start, an international effort. One current
project, 1000 Genomes'", is comparing the complete DNA sequences of more
than 1,000 individuals from around the world to define what makes us different
from one another - an inquiry with at least as many humanistic as scientific
overtones. Geographical inf tion syst popularised in Google Maps, are
changing the way we study economic, agricultural and demographic trends
world-wide, And the global Intem et offers an extraordinary new tool for
behavioural research. Epidemiclogists have studied the frequency with which
people search online for keywaords such as flu; as a way to monitor disease
spread. Other researchers, trying to understand how people would react to
pandemic alerts, have looked at the way online gamers In "World of Warcraft’
congregate around the digital equivalent of disaster zones, as a clue to new

disease-control strategles.”

75 European Union




Changing the Conduct of Science in the Information Age

June 28, 2011

Evolution of ESA's EO Data Archives between 1986-2007 and future astimates (up to 2020)
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But it is not just what is studied, but also who studies it and how, that is affected
by the data tide. For the first time in two centuries of growing
professionalisation in science, new ICT tools allow the increasing involvement of
amnateurs; there are simply too many observations required for the professionals
to do it all on theirown. An example is GalaxyZoo, a Web portal through which
amateurs help astronomers explore the Universe.'” Biodlversity monitoring
depends to a large extent on the power of observations by tens of thousands of
volunteers who send their notes on species in defined areas to a central data
repositery.’’ Forinstance, the Swedish Species Gateway provides a navigable
visual interface linked to geographical information systems.'* These examples
represent an important social and political trend, Empowering Informed citizen-
scientists'will also empower science.

Where will this lead? Consider five diverse scenarios that we believe to ba
entirely possible in coming decades.

Yearly Data Creation on NICE
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Right: In Grencble, the
European Synchrotron
Radiation Facility 15 a super-
microscope studying
anything from the
propagation of cracks In
steel to the surface proteins
on the influenza virus. Inthe
decade to 2007, its annual
data output rose more than
a hundred-fold. And it |5 just
one ol abourt 50
synchrotrons world-wida,
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SCENARIOS OF

Scenario I: Science and data management
Marie is working in a genomics project linking
twelve large labs over four continents. The task of
dzta management is intense, A group from China Is
preparing to feed its data into the consortium’s
processing pipeline, At the same time, the project’s
accounting system shows two research efforts
elsewhere are behind schedule due to a microscope
producing sub-standard data; the data flow from
that machine is automatically blocked from the
system. Some of Marie’s graduate students,
meanwhile, are trying to verify recently published
results from a competing group of researchers - but
their own lab equipment Is different, so the work-
plan needs to be modified. Next issue: A meeting
with lawyers over a dispute between two of the
research consortium’s members, There Is an
argument over who controls what data before and
after processing of the group’s research results, Until
it |s settled, the data bank is holding all the files In
2SCIow,

RIBING THE WAVE

Scenario ll: Science and the citizen

Carlos likes bugs. He watches them the way a bird-
lover tracks Canada geese - and he feeds his
observations into a system for professionals to
analyse. Out walking In afield one day, he spots
something interesting - an insect species inan
unexpected place. He queries the remote database
for any relevant information that could explain it,
and then checks in with his fellow amateurs. Their
hypothesis: The insect may have changed its food
preference to a different plant species. But why?
Carlos posts his observation; and in the coming
days other enthusiasts are watching for a similar
anomaly. The system automatically analyses thelr
observations, asks them more questions, and
checks for incorrect information. It also looks for
correlations with other databases - weather
patterns, soll conditions, maps of flora distribution,

This wealth of observation allows a professional
entomologist to tast his hypothesis on 'preferred
attractors in chaotic ecological processes. Carlos is
acknowledged in the resulting open-access
publication.
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SCENARIOS OF THE FUT

Scenario lll: Science and the data set
Annell has a grant under which she is allowed free
accessto 10 years of measurements by the global
cell-phone sensor network, stored In cross-
continental archives. This network uses the
miniature sensors standard in cell phones to
moniter local temperature, air quality, wind speed,
light Intensity, noise levels and other parameters -
and links it to GPS Information. The Information is all
kept In regional archives, with open Interfaces so
researchers can query them uniformly. With her
team, Annell wants to investigate correlations
between the environment and the spread of iliness
—and for the disease Information, she Is looking at
anonymised, geo-tagged messages sent by people
mentiening the disease. She Intends to clean the
resulting data set and make it publicly available via
her university’s Institutional repaository. From there, It
could become the scientific equivalent of a Top-40
song - played by others around the world, Her
chances fortenura rise.

o

Scenario IV: Science and the student
Reger is working on an international PhD. It a
relatively new programme, in which a student
applies to become a memberof an International
team working on a big problem that affects all
people. His group Is comparing many forms of non-
verbal communications between cultures. It has
several hundred members and his university tutor
is one of the nodal points contributing expertise In
‘synergistic communication between biological
components. Others in the network are using
archaeclegical evidence to study communications
between ancient Mesopotamian and Hellenic
cultures; some are studying computer-computer
interactions between different systems; yet more
are studying communications in refugee camps.
Each node contributes to the whole. Results are
communicated as they happen, and there are dally,
virtual-presence planning sessions, Roger had to
skgn a contract not to misuse data or contribute
anything that Is not for the common good - such as
externally sourced information that he has not
thoroughly checked for provenance,
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Scenario V: Science and data-sharing
Iincentives
Hans, rooting in the basement one day, finds an
old laptop with a video of Grandpa on a boat. He
Isa young man in the video, wearing a diving
costume. In the background is a marvellous
beach. The video goes an to show underwater
scenes with bizarre fish and colourful coral. The
video Is entertaining - but where was it made?
Hans can get the answer In a few minutes. He
goes online to a centralised mapping service, to
which he uploads parts of the videa, The service
has smart pattern-matching algorithms, using
huge reference collections, Soon, different
mapping probabilities for the video fragments
are returned, pointing out the most probable
area where the video could have been made: The
Maldives, before global warming drowned them.
This Is a bit of personal trivia for Hans, but a new
data set for science, So there is a price forthe
service: Hans must let his video fragments stay in
the central database, enriching it further and
making it even more useful - for professional
scientlsts, too,

RIDING THE WAVE

Arethese five scenarios fantastical? Not at all. There are already hundreds of
projects, In the EU and elsewhere, that are precursors to the features described in
these scenarios.

For example:

® The European Space Agency, recognising the Importance of its satellite data
for climate-change research, has launched a Long-Term Data Preservation
programme that merges all earth observation data from across Europe’®, At
the same time, the EU's GENESI-DR project is creating a grid-based computing
system for accessing and processing the huge amount of earth observation
data which wlll become avallable. Both use fundamental results from the
CASPAREU project on how to preserve digitally encoded information.
Humanities researchers are creating CLARIN, a system to establish an
integrated and interoperable research Infrastructure of language resources

and tools. In doing so, they are already tackling proper data managementas a
key dimension of the system for the scholarly community.

Astronomers around the world are creating the International Virtual
Observatory to allow researchers everywhere to access and use data from
hundreds of astronomical data sources. Also to be Included are results of
computer modelling and simulation - for it is not just raw observations that
are the business of medern astronomy, but alse the models built from them.
As part of Framework Programme 7, the European Commission and EU
member-states are investing in a broad range of e-Infrastructure projects. The
GEANT research-data network, for instance, connects over 40 million users,
8,000 institutions and 40 countries.'® Other projects provide accessto
cooperative grid-computing platforms, develop supercomputing capacity,
and lay the groundwork for the access and preservation of scientific
information.

So, if this be dreaming, it is done with eyes wide open. But there remain many
challenges to address, as well.

The future of e-infrastructure for scientific data is
bright - and already, extensive work is underway

to make it a reality.
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Ill. Facing up to the challenges

easy. Forstarters, it s technically difficult. The scale and complexity of
this global scientific asset - with all its sensors, Instruments, workstations
and networks - are truly massive, There are many planning pitfalls, common to

Q entainly, creating a scientific world based on e-infrastructures will not be

all large infrastructure projects. There can be ‘choke points"; technical or
industrial problems that, if unrecognised, stop the show. People can get locked
Into sub-optimal technologles; think of the QWERTY/AZERTY computer
keyboard, with its inefficient but now Immutable layout. Gateways, originally
created to join disparate systems, can later become barrlers to progress in
themselves. Short-term funding decisions can undermine the system’s longer-
term development. What works best for a local user could hamper global
functions.

The list of pitfalls is long. Success requires careful, coordinated and agile
planning, on a global as well as EU level. E-infrastructure for sclence s one area
where fragmentation of effort is mare than inconvenient ar inefficient; it is
Inimical. But the technical issues are only the beginning of the challenges to be
overcome, Consider:

o How will we preserve the data? As we all have seen, the media in which we
store information change constantly - from magnetic coils, to tape, to disk,
to USB key, to cloud' storage, and 30 on in an endless chain of invention and
obsolescence, What will be the point of storing all this scientific data if, a
century from now, it has degraded, been corrupted, or s simply too difficult
for anyone but a well-equipped expert to use?

How will we protect the integrity of the data? Even today, it is easy fora
determinad individual to alter or corrupt digital data (think of the constant
controversy over Wikipedla entries,) As the datatide rises higher, how will we
detect unauthorised alterations? Should every researcher, and indeed every
citizen, have access to the data repositories? Should there be different lavels
of access allowed?

How will we convey the contaxt and provenance of the data? Given the
emenging trend to make all publicly funded rasearch data publicly available,
Just how will users from a wide range of backgrounds understand and query

16 RIDING THE WAVE
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the data they are accessing, and recognise the special circumstances under
which it was collected? Already, in medical research, potentially fatal errors
can arlse by researchers Inadvertently misinterpreting the drug-trial data
collected by others; so-called ‘meta-analysis,'to manage such complexities, is
far from a certain science.

u How will we pay for all this? What new funding and business models will we
need, so that everyone - researchers, enterprises, citizens - have adequate
incentive to contribute to the data infrastructure? What kinds of data, under
what circumstances, should be free?

u How will we protect the privacy of individuals linked to the data? We have
already seen how easy it is for supposedly safeguarded data - whether tax
files or health records - to be lost or misused. On one hand, access to this data
is vital to researchers studying the economy or public health. On the other
hand, carelessness in handling the data compromises our safety and security.
How will we resolve this paradox?

Many of these issues involve trust. Data-intensive science operates at a distance
and in a distributed way, often among pecple who have never met, never
spoken, and, sometimes, never communicated directly in any form whatsoever.
They must share results, opinions and data as If they were In the same room, But
in truth, they have no real way of knowing for sure if, on the other end of the line,
they will find man or machine, collat or ¢ P liab
con-artist, careful archivist or data slob. And those problems concern merely the
sclentific community; what about when we add a wider population? Many fields
require the public to cooperate in supplying data (wittingly or not), How will we
Judge the reliability and authenticity of data that moves from a personal archive
Inte a common scientific repository? If science Is to advance, all these questions
of trust must be answered by the infrastructure, itself.

partnerar

In dealing with many of these issues, we believe a few broad principles arise:

Drata as infrastructure
Qur stock of intangible knowledge, expanding at today’s hyper-speeds, neads to
be thought of as a new kind of asset In itself, that serves all, As such, it requires

81

European Union




Changing the Conduct of Science in the Information Age

June 28, 2011

professional analysis and engineering. Its contents are heterogeneous -
different data formats, value and uses. There Is tremendous value In having the
data made seamlessly avallable, to use, reuse and recombine to support the
creation of new knowledge. And the data must be available to whomever,
whenever and wherever needed, yet still be protected if necessary by a range of
constraints Including by-attribution licenses, commercial license, time
embargos, or institutional affiliation.

A data pyramid (below} suggests the complex data ecology. At the bottom of
the pyramid lie the most abundant, transient forms of data - billions of personal
datafiles across the planet, on private disks and storage services, of obvious
value only to the few who create or use them. At the top of the pyramid is
patrimonial data - high-value, ireplaceable data of importance to an entire
nation or soclety, redundantly stored in national or international trusted
archives. In the middle is cyclic data - a mid-range of data created and used in a
specific task, community or region. The new data infrastructure must cope with
all these data classes.

The data pyramid - a hierarchy of rising value and permanence
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Interoperability

Diversity is a dominant feature of sclentific information - diversity of data
formats and types, but also of the people and communities that generate and
use the data. Even within the same scientific community, there are different
points of view, different ways of analysing, sharing and handling data. There is
also diversity in how the data are stored, categorised and mapped. There is
diversity In who can access what kinds of data, and how - from tightly protected
military satellite images to freely accessible Google Earth views. And as sclence
advances, diversity is bound toincrease.

Achieving an interoperable data infrastructure in the midst of such
heterogeneity is a significant challenge. None of the potential benefits of the
scientific data wave will be hamessed unless - given the proper access rights - it
Is easy and cheap to rummage through relevant data files anywhere In the world,
in any field. An epidemiologist in Geneva studying the latest flu virus will benefit
greatly from being able to tap easily into DNA databases in London of 1918
Spanish Flu victims - and the epidemiclogist’s work should be accessibleto a
public health official in Hong Kong, a systems blologist in San Diege and a
medical historian in Boston. That's all possible taday, but with great effort, skill,
cost and time. A leap forward In interoperability will change that.

Incentives

How can we get researchers - or individuals - to contribute to the global data
set? Only if the data infrastructure becomes representative of the work of all
researchers will it be useful; and for that, a great many scientists and citizens will
have to decide it is worth their while to share their data, within the constraints
they set. To start with, this will require that they trust the system to preserve,
protect and manage access to their data; an incentive can be the hope of gain
from others' data, without fear of losing their own data. But for more valuable
information, more direct incentives will be needed - from career advancement,
to reputation to cash, Devising the right incentives will force changes in how our
universities are governed and companies organised. This is social engineering,
not to be undertaken haphazardly.

Financial models

All of this costs money - so who pays, and how! To a conslderable extent,
scientific e-infrastructure represents a public good. It is vital that governments
and taxpayers step In to provide the critical funding In those instances. Our data
future will ook bleak if the public sector under-Invests, Of course, there |5 private
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Scientific e-infrastructure —=a wish list
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gain as well. When a government laboratory contributes its raw research datato
the global e-Infrastructure, it Is certainly saving private users the expense of
running those experiments on thelr own. Equally, when a private company
contributes its own files to the system, it also helps the public researchers. It is
important to devise funding mechanisms that enable all to contribute as well as
to benefit, through an increased retum on investment.

These issues can be resolved. We have experience of past changes In how we
store, share and manage valuable assets. As the technology of food and
transport evolved, society moved from self-supporting farmers to town markets,
and from markets to a range of supermarkets and specialty shops. In finance, we
moved from private hoards to communal banks to internatlonal markets. The
same path from individual control to international exchange must be trodden
by data - indeed, it is already happening.

throughan incre
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Scientific e-infrastru cture - some challenges to cvercome
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IV. A vision for 2020
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2. Researchers and practitioners from any discipline are able to find,
access and process the data they need. They can be confident in
their ability to use and understand data, and they can evaluate
the degree to which that data can be trusted.

Expected impact: Researchers can today access online sources, but it is a small
fraction of all data produced. In future, the breadth and depth of data available
to them will grow dramatically, whether their discipline is demographics, ocean
chemistry, high-energy physics or astronomy. Sclentists' efficlency and
productivity will rise because they know they can access, use, reuse and trust the
data they find. Inspiration or serendipity can lead to unexpected results. Cross-
fertilisation of ideas and disciplines will preduce novel solutions, and promote
greater understanding of complex problems.

Risk of Inaction: Asthe volume and diversity of scientific data increase, and as
research becomes more multi-disciplinary, researchers struggle to understand
and correlate data - especially If from another field, They may not find the data at
all. Or if they find it, they are not sure it is what it claims to be. As a result,
researchers become Increasingly Isolated, narrow specialists; wide-ranging,
serendipitous results become more difficult.

3. Producers of data benefit from opening it to broad access, and
prefer to deposit their data with confidence in reliable
repositories. A framework of repositories is guided by
international standards, to ensure they are trustworthy.

Expacted impact: Researchers are rewarded, by enhanced professional
reputation at the very least, for making their data available to others, Confidence
that their data cannot be corrupted or lost reassures them to share even more.
Data sharing, with appropriate access control, is the rule, not the exception. Data
are peer-reviewed by the community of researchers re-using and re-validating
them. The outcome: A data-rich society with information that can be used for
new and unexpected purposes.
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Risk of Inaction: Information stays hidden. The researcher who created it in the
hope it can yield more publications or patents in the future holds on to it Other
researchers who need that information are unable to get at it, or waste time re-
creating it. The outcome: A world of fragmented data sources - in fact, a world
much like today.

4, Public funding rises, because funding bodies have confidence that
their investments in research are paying back extra dividends to
society, through increased use and re-use of publicly generated
data.

Expected impact: Research productivity rises, through easy access and re-use of
data. Funders take a strategic view of the value of data - and plan investments
logically and consistently. R&D activity grows globally. New and unexpected
solutions emerge to our major societal challenges.

Risk of Inaction: The public sector unnecessarily spends money on producing
data over and over again, because they are lost or cannot be found, Data that are
of the greatest value to the public (of a “public goods” nature) are a special loss.
Researchers overlook important insights, because they cannot access or
understand potentially vital data from others around the world. Opportunities for
progress and prosperity are missed. Investment slows.,

5.The innovative power of industry and enterprise is harnessed by
clear and efficient arra ta for hange of data bet
private and public sectors, allowing appropriate returns to both.

Expected impact: Data generated for one purpose are re-used for others, and the
pace of innovation - social and technological - rises. Commercial research capability
is strengthenad by public research, and broad expertise is harnessed to the benafit
of all. Mobility and cross-fertilisation between the commercial and academic sectors
Increase, amplifying the impact of innovation and new discoveries, New companies,
Jobs and fortunes result. European Industry s more competitive.

Risk of Inaction: Suspicion and advarsarial attitudes develop between private

and public sectors, A vicious circle sets in of ivory-tower academics and under-
investing industrialists. Europe's competitiveness suffers.

6 RIDING THE WAVE
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6. The public has access to and can make creative use of the huge
amount of data available; it can also contribute to the data store
and enrich it. Citizens can be adequately educated and prepared
to benefit from this abundance of information.

Expected impact: Citizens can share and contribute to the scientific process. They
understand the benefits and risks of new technologles better, and more rational
political decisions emerge. The young are inspired by an ambition for new
discoveries, and join the ranks of scientists and engineers in far-greater numbers,

Risk of Inaction: Citizens fee! Increasingly distrustful of and lsolated from
sclence, and resistant to technology. They are easily misled by pseudo-science
and political demagogy. The supply of engineers and scientists is inadequate to
soclety's needs.

7. Policy makers are able to make decisions based on solid
evidence, and can monitor the impacts of these decisions.
Government becomes more trustworthy.

Expected impact: Policy decisions improve, and public confidence in the entire
political process rises. It is possible to correct policy mistakes, whether economic
ar social, in real time. People gain confidence in government, and political
participation rises.

Risk of Inaction: |ll-informed political decisions lead to bad results, and our
economic, envirenmental and social problems mount. Citizens lose confidence
in theirleaders. An impenetrable wall of data separates the governors from the
governed,

8. Global governance promotes international trust and
interoperability.

Expectad impact: Citizens have access to the world's store of infarmation
without unnecessary boundaries. A framework for global interoperability
maintains a commaon, public space for scientific data. This instils trust and
ensuras that the best minds can make use of information no matter whera they
are, World trade grows, and socleties prosper.
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V.A call to action

many other practical reasons to act. ICT Is one of the main engines of
economic growth. tis to our age what paved highways, national rallroads
and inter-continental telegraphs were to earlier generations. Yet in Europe, the

—H— he sclentific and soclal benefits of our vision are numerous, But there are

industry underpinning this vital economic activity has had many difficulties.
And, as the European Competiveness Council has noted, “the ICT impacton
productivity growth Is lower in the EU than in major trading partners”'®A
concerted European effort to bulld e-Infrastructures for science will stimulate
market demand for ICT. It will pull the best from [CT researchers, engineers and
industrialists, spurring growth and jobs. And it will pave the digital highways

that European science will need.

There Is a clear role for government In all this. We urge our leaders to take into

consideration the following:

u A good framework for the governance of data will be a source of strength in
the most knowledge-intensive industries, fostering the growth of companies,
goods, and services with the highest value-added. Those regions of the
world that lead this policy debate, and develop the technologies and
Industry to support It, will gain competitive advantage.

scientific e-infrastructure is essential if we are to address the Grand

Chall of today, Understanding climate change, finding shternative
energy sources, and preserving the health of an ageing population are all
fiendishly complex, cross-disciplinary problems that require high-
performance data storage, smart analytics, transmission and mining to solve.
Social cohesion will depend in part on how fairly and openly knowledge and
Information flow within our region and between the public and private
sector. If information is power In the knowledae economy, governments
must ensure that the benefits are appropriately distributed, Governments
must work effectively through public-private partnerships to develop

m

o

e-infrastructure.

International collaboration is essential; thera is no such thing as a puraly local
or national network anymora, We must collaborate in global architectures
and governance for e-Infrastructure, and we must share costs and

|
|20
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The Commission has funded sev

develop distributed computin

technelogies for archiving, networking and managing data across the globe.

With this preamble, we offer a short-list of actlon by various EU Institutions. Of
course, we recognise there has already been much work done in the field. The
Commission has funded several prajects to develop distributed computing
environments, databases for discipline-specific content, and libraries for new
types of online communications. There has been much debate - from the
Commission, the Council and the Parliament - about the need to speed
development of scientific e-Infrastructure. And we note that many other public
bodies have begun considering these matters: For instance, the group reporting
to the US Office of Science and Technology Policy recently published its own
agenda and recommendations for ensuring long-term access to digital
information.'” But more, urgent, concrete action is needed from all parties, we
believe. First steps include:

1. Develop an international framework for a Collaborative Data
Infrastructure

The emerging infrastructure for scientific data must be flexible but rellable,
secure yet open, local and global, affordable yet high-performance, Obviously,
this is atall order - and there is no one technology that we know today or can
imagine tomaorrow to achieve it all. Thus, what is needed Is a broad, conceptual
framework for how different companies, institutes, universities, governments
and individuals would interact with the system - what types of data, privileges,
authentication or performance metrics should be planned. This framework
would ensure the trustworthiness of data, provide for its curation, and permit an
easy interchange among the generators and users of data. For the sake of
illustration, we outline below the broadest building blocks of such a framework.

jeral projects to

nvironments,

June 28, 2011

databases for discipline-specific content, and

libraries for new types of online communications.
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3. Develop and use new ways to measure data value, and reward
those who contribute it

Who contributes the most or best to the data commons? Who uses the most?
What is the most valuable kind of data - and to whom? How efficiently is the
data infrastructure belng used and maintained? These are all measurement
questions. At present, we have lots of different ways of answering them - but we
need better, more universal metrics. if we had them, funding agencies would
know what they are getting for their money - whao is using it wisely. Researchers
would know the most efficient pathways to get whatever information they are
seeking. Companies would be able to charge more easily for their services. We
urge the European Commission to lead the study of how to create meaningful
metrics, in collaboration with the ‘power users'in Industry and academia, and in
cooperation with international bodies.

4. Train a new generation of data scientists, and broaden public
understanding

Achieving all this requires a change of culture - a new way of thinking about
when you share information, how you describe or annetate it for re-use, when
you hide it or protect it, when you charge for it or give it away. It requires new
knowledge about how researchers use and re-use information, in different
disciplines and countries. We urge that the European Commission promaote, and
the member-states adopt, new policies to foster the development of advanced-
degree programmes at our major universities for this emerging field of data
science. We also urge the member-states to include data management and
govemance considerations in the curricula of their secondary schools, as part of
the IT familiarisation programmes that are becoming common in European
education.

5. Create incentives for green technologies in the data
infrastructure

Computers burn energy - vast quantities of it. Data centres absorb about 2% of
world electricity production. Computer assembly also consumaes precious
minerals, lots of fresh water and adds to CO2 production. Clearly, as hardware
components multiply Into the trillions, environmental constraints will tighten. So

32 RIDING THE WAVE
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the ICT industry must be incentivised to change its production and distribution
methods, to go greener. But the issue goes beyond hardware. When a researcher
makes a copy of a data set, he or she consumes resources - virtual though the
action may seem. Indeed, basic information theory tells us, whenever we bring
order to information we are adding to Its energy, This fact must be understood,

and factored into our broader environmental policies. We urge the European

institutions, as they review plans for CO2 management and energy efficiency, to
consider the impact of e-infra ture and prepare policies now that will ensure

we have the necessary resources to perform sclence.

6, Establish a high-level, inter-ministerial group on a global level to

plan for data infrastructure

As stated previously, it makes no sense for one country or reglon to act alone.

Interoperability requires that there be reciprocal agreements between
governments - the digital equivalent of trade treaties, There must also be

agr it that all countries contribute, according to thelr usage and needs, to

the global effort; free riders can endanger the system. We urge the European

Commission to Identify a group of international representatives who could meet
regularly to discuss the global governance of scientific e-infrastructure, it should

also host the first such meeting.

There are many other actions we belleve tlal to the devel of

e-Infrastructure for science; we detail morne in the Annex, and provide a list of

potential ‘show-stoppers’ that will need attention. We befieve that we all

benefit from a far-seeing coflaborative and open approach to science and the

e-infrastructure to support it We urge action now,

June 28, 2011

We believe that we all benefit from a far-seeing,

collaborative and open approach to sclence and the

e-infrastructure to support it. We urge actlon now.

RIDING THE WAVE

97

-

European Union



Changing the Conduct of Science in the Information Age

June 28, 2011

The 2030 Vislon - and the recommendatlons

Widgon

Ml shksadeddar s Eom 2dunists bora bonal
T s bo e garanal public ar svaraof
b qibicl irpor B ofcaear virgand
shaning raliabls & b produed dring Ha
=danlilc procass

Fasaardars andprach Borars komany
disdplirkarasbk o ird socassand prooes
e b ey nisd Thapcnks oon ldentin
Fwir abili b bousa ard under s bird o by 3
hapan valuabe ha dagres bowhich hatdab
Snbs rskd

Frodbacar = o da b barv i frorm opsnineg it bo
broadacc=s ard pra kr bodpos Ewir ek
with corlckirea in raliabda mp= bories &
frarmawork of rapos borasisguidedby
inbarma iona shndards Dsrer ayan
ke i

~+

Fummary Recommendations

Ml kel stbies Qaghk ho pbdish i ok s
ardinnpk et ion plans onk e corear st onand
Farirg of sderkificduby sirirgats coondreted
ELropsana pproech,

| inmian e weorhad Sk 2otk g Aressr ag,
vk ek, of obad ks Ararirg
Tha ScRrAifi COMird i s appotadt o prosich it
bt ared Tt fOF ML
By furcked 5o project indkade s fied
oot prarcari gp for COnear vt ion
el o AT bty O chub, Speart dpreirg on tha
progack cortuk,

Tazha arcbe rakabs dadbs, Tean sk bk dta
I nraork W PRI sha QoI G ouaned | g
g e s bo o) 3 s A s P sk
i cabioniand =k et

Fropesa u cirectiva demandingthat dut

e Pl o 3 prosar s e apodstadwith
pliciard ottardat

Craaiba o i edtiva boma bup 2 unified sotbartcation
e o b o b,

Sabi5rard Chiall et b s O et s STrGine:
Froschi Ton et bo dfira £ b sof CE5opireryand
sl inan) kv ke i St dhlirition,

Wk o Cesad i it hira sl s saned bl dacoonding bo
i requirarnanks.

Fropeccsy raliabls airics boames s ulity aned
innipieck of chib b, M1 s recka s el Recogris
Fi ghigquolity o public s onin crer
achananant.

Crizta irctnunrds 2ol aregbamnroinegi B ard
kol Aureding s allabls or anncs nbanaea
ard ardonol Sqikart deteaks

Hudprcraaba s apecd binba mokiorad audk ard
Carkifi Stion procasss.

Lirk furecine] o rapodboria s 2k B andnatonal
Dl Eotair aval gl o,
Crastatbadizdplirecd b sonkiE, boararg
AT Aty in 3l et Sl Satarn

Impac kit = hiewed

Cata fr e ninT einichag, andare snasstia
FLELIRG Ao ed v corecL.

Dralvohic pro-g ssinka afficanay of tha martiic
e, A apid wv ancasin o Uncki sanding
o Cor oorp s waor o, g e Bt b s b
Elitsa wawarantar lhn:,l:m.

Dt vch odialy withinfomationk et Gn b
sipc] POF M el vt piect & PP 5.

Tt ot Y nitr et oni S L bl Mot anecrfiorn
fkLra e st ons

EIDI kG THE VAR'W E He w Bur pa-cun dn fronn e i Bdaof #duntlil o

98

European Union




Changing the Conduct of Science in the Information Age

June 28, 2011

vizon

Fublic furedineg risas beciuss funding bodies
Fank conficers that Feir imssimanksin
razaarch ar papingbed: axra dvidinds o

=0 by hirough ireT ssadius ard ra-us of
prblidy garam bed b,

Tha inrcvative posarofindusryand

an RIphis iz hamessdbpdarand afldant
ATanganmnbs BT aeda g of d b babvaan
priva i ared pubdic =ador 5 allowing
sppropiak rume £ both

Thea pubic hacs 300uss oandoan Maka craative
1t 0 Trva PG S nbof ok b sevadlabds bo
Frarnji boan dso contrbu e b barsdarrichit
G iTare Ginbs »kqn by adus bed ard
praparad bobsars dEforn iz sburedarsa of
e fon

Palicy ma barsara a ba o ma kada isio re
bazed onsolid evidanc g ard canmanior
theaim pac ko f thasadac ions. Govam man
ez o mona trustaorthy .

Globalgovarm nca proms &= inkarmatioral
trustand inbaropar ilige

tummary Feziorn o ndation s

B ared ekl 3gerediss nrarediha Ehok dels
arGganrant phrebs qasted

Lizg b peoussa rof B ok prosuranran b
Hiriaka ror Canrerdal offanings ard
partrar i

Criazta Esabbar cod sbaormbiv rrececkd 2 ared irecardi v s
forkbe privata ®chor boiresast s red weork with
s for kb Esrart of sl

Crasha imnprovs dimoblitg sdasdhargs
cppohritin,

Crazsha rorepedalisztasvel as peddistdub
200a 55 vinmlimbion mirng sndrasand

L e

Crazha Mok 3 o 2 1 0k bl et v and
e ree ks,

rasha b rec i redr %m

Ervibad ot o in ol aining ard o dinic
QulifiGtons.

Irtgrata irbo qanineg ard 2ol rekvaoks,

Propocsaa direcdiveio arcne tatpoblic datais
walablaiwit m.rrt:,l whaazpplicblal

arnbear tates should pubish wir =1
andrasources, For mplananation, b:,l o
e i 3 Europaan frnmesork for o dfication
for thesacoming up o an approprne kvl of
irderop . akiigy

Crande 3" sdandific Dwos” redting to bring
oornroandal and sdarific dormine ooatha.

Imnip@ckifa hieved

Fureckar = Fatsa 2 A1 2ha gec Vi of Ehw el of ks
procuced.

Connrranc sl & s i hams s dt ot pUblic
E=rrai® iria m:llh:,l Wlﬂﬂ?.

GEEre gats bR el ara o 5 confkin
inachreois, arvd S phalyanadiva ol i avidarea-
ek d ket rking Snd Sin gt on
Askanmmink = ek inbre s,

Policy dedziors o asdidane arbasad to bidga
g p b aan sodaly and decisonr raking,
ardircraasapublc confidancain piicl
s one.

W v oidfrgrivarda tion of dats and rasounoas,

RIDURG THE W PE HoaBarep-s an aln Frentharking Bdaof scuilc i

99

European Union




Changing the Conduct of Science in the Information Age

What cou kd jecpardize tha visian?

Inpdiments

Lackof lorgbamn iresect s incriticd comnporsants
axhasparstant idatfiction

Lackof prapartion

Lackof wallirgrece bo comoparat @ e ross disdplinss fundarss rations
Lackof publided dus

Lackof rust

Mot aroughdhib apearts

Theai rifra S urai s ok Lsac

Teocorplackoverk

Lackof ooharant dat desaiphion Alowing reasacf daw

Wha twa could do bo ovancoma tham

kartifyy resfundire riad-arie

Kartify s zorcasof funding

Kartify riskes and bereafits ascimbad with dighally erccdedinfommtion

Erenxathareqirad resarchizd o in sdeanca

Sy A diar iy prindpha 2o vea do rekshap onrassarchas o
Takazdearkagact gowingresd ofintegration: vithinandagoss disdpbires

Frovidaweysfor duta producarsobsraft fran publshingther data

Hererdveiysof riaragingreput ons
v of Auditineg ared cartiffrgrapodsitones
e bty irnpad, andtnet it ricsfor dabeets

Maadbo rainduty sdankishs ard bo rraka resear dha sweara of tha imporoaof
arningthsir da

Wik doesly vk hir el s sared bl scoondingbo Hrirraquinarant =
rhkadiby usainkanasting - for @carnplainkagrting irtoqanee
s chdes 1 acorniansckar™ Apharei wournay dzobainkaretad in.

o reck airinfior 3 Sirghakop downastann
E'mnﬂ’fﬁdimgwarmardrmimrmq.m 1cf IETF)

Frovickr fonre” ho define st ai o 3 disdi plirary and aoss-disdphran lad s
forratadata ddiniion

EIDIHG THE VAR E He wBur pa-cun uln fronities ivireg Bdaof e duntdi <

100 European Union

June 28, 2011




Changing the Conduct of Science in the Information Age

About the High Level Group

The High Level Expert Group on Scientific Data was charged by the European
Commission’s Directorate-General for Infarmation Society and Media to prepare
a*vision 2030" for the evolution of e-infrastructure to scientific data.

Chair: John Wood, Secretary General of
the Association of Commonwealth
Uriversities

Thomas Andersson, Professor of
Ecanomics and former President,
linkoping University; Senior Advisor
Scence, Technology and Innovation,
Sultanate of Oman

Achim Bachem, Chairman, Board of
Ditectors, Forschungszentrum lilich
GmbH

Christoph Best, Furopean
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The High Level Expert
Group on Scientific Data
was chargad by the
European Commission’s
Directorate-General for
Information Society and
Media to prepare

a “vision 2030" for

the evolution of
e-infrastructure for
sclentific data.

After meetings and
consultations from
December2009 through
June 2010, the group
presents its outlook and
recommendations.
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Evans, James, “Identification and the Complex System of Research”

Identification and the Complex System of Research

James A. Evans
Sociology Department, Conceptual and Historical Studies of Science, and Computation Institute,
University of Chicago

In recent years, it has become broadly acknowledged that government must
increasingly account for public monies spent on research. This is partly the result of
a resource-constrained environment since the economic downturn of 2008, but also
recognition that U.S. grants for science and engineering research have grown so
large that they remain the major driver of contemporary research. To account for
research investments implies a sufficient understanding of their consequences to
improve them. Development of such insight, however, is no small challenge. Not
only is the making of awards distributed widely among agencies and personnel with
specialized expertise, but more government sponsored scientists produce and
consume science in more ways than ever before, such that the ecology of discovery
constitutes a complex system: inherently complicated, involving stochastic
elements, and predisposed to emergent or unexpected collective outcomes (1). The
increasing digitization and wide availability of data and published findings has
contributed to this complexity, but it also represents a major opportunity in our
ability to collect rich traces of scientific output.

[ argue that taking hold of opportunities afforded by the digital era aligns science
policy needs with exciting research questions in the social sciences. For example, the
organization of large experiments and data resources in some fields has shifted
scientific collaboration from the level of shared papers (e.g., social psychology), to
shared dataset development (e.g., economics, education) and the design of
experiments (e.g., high energy physics). Because the market for scientific credit
began and continues to operate predominantly at the level of published findings,
contributions of other scientific resources like the production of critical data and
research tools do not receive the appreciation and may not attract the talent and
effort that would most rapidly drive scientific advance. To make this policy
observation actionable, however, requires both identification and measurement of
these various research products, and a model of the scientific system that enables
prediction of what a more optimal allocation of resources and scientific credit would
involve. Digital data on articles, data, and patents makes it possible to design these
measurement and models with sufficient precision that they address fundamental
questions associated with innovation, markets, social organization, perception and
decision-making.

As a first step, scientists and policy makers have recently begun to promote
mapping of the anatomy of science in order to assess the placement and short-term
returns to research investments. A second step involves developing rich models of
the physiology of science—the complex processes by which some questions are
asked, some projects are sponsored, some methods used, and some findings
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published, amplified and used in advance while others are not. To effectively
address the first project hinges on the identification of essential elements in the
research system, and the second on realistic models that capture essential
interactions between those elements.

Identification and Measurement

The first step toward understanding the scientific system is to identify key elements
in the system. These include, but are not restricted to the following:

1. Researchers (i.e, authors / inventors)
2. Research funds
3. Scientific knowledge:
articles
citations
methods
tools
data resources
concepts
g. findings
4. Broader societal outcomes:
a. Economic growth
i. jobs
il. start-ups
iil. patents
b. Workforce
1. student mobility into other jobs
il. student presence in jobs
c. Long-term social outcomes
i. health impact
ii. environmental impact

mo a0 o

The first two constitute research inputs, and third proximate outputs, which are
themselves inputs to later stages of the research process. Although the first
outputs—research documents and citations—have the most conceptual integrity
and are the most often measured?, they are unsatisfying as sole measurements
because they do not represent the primary level of granularity at which scientists
make “moves” and receive credit in science. Yes, academics publish and receive
accolades for articles, but that is an outgrowth of their development, dissemination
and promotion of methods, tools, data, concepts, and findings that seek to influence
later work—to influence and advance science.

1 Even the “integrity” of the article is beginning to change in the digital era with updating online
books and papers.
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Technical hurdles challenge the process of identifying each of these scientific
elements when the digital written record is the primary source of information. Some
elements, like research funds, are partially censored because they are only
sometimes acknowledged. Others, including methods, tools, data resources,
concepts and findings are trapped within the full-text and can only be recovered
through error-prone natural language processing and classification methods. All but
articles and citations share a common design challenge best typified by scientist
names. Scientist's names are sometimes printed with variation, and many share the
same common names (e.g., synonymy and homonymy). The structure of the
problem is that a unique set of scientists map onto a typically larger set of
ambiguous names, and while this suggests a many-to-many global optimization
procedure, the problem is almost always approached as a pairwise matching
process to increase speed and reduce memory requirements. This choice, however,
necessarily multiplies errors by not allowing certain matching choices to constrain
the probability of others. All of these challenges recommend that in addition to
“pulling” data from the digital corpus, the scientific establishment could profitably
incentivize researchers to “push” that data either by entering it themselves or
through participating to identify and disambiguate their research products.

The Research Performance Progress Report (RPPR) and Star-metrics and represent
recent initiatives to both pull and incentivize researchers to push information about
their research outputs. The RPPR involves creation of a consistent, agency-
independent “form” through which researchers sponsored by all agencies of
government report research and broader outcomes. In Star-metrics, agencies will
gather information on elements of the scientific system (as also indicators of
economic growth, workforce and long-term social outcomes) and may explore ways
to link to updated research documents (e.g., a researcher web page) to facilitate a
coordinated push and pull of information. Another possibility is to follow Brazil's
Lattes system, in which researcher profiles are automatically generated and then
researchers update, clean and “certify” them as acceptable. The central challenge
with such a system is to effectively elicit participation. If it is not mandated, then the
system must provide the researcher with some value. One approach would be to
capture and automate a “workflow” that is otherwise expensive to the scientist. For
example, if the researcher commonly had to keep multiple bio-sketches up to date,
the system could automatically generate agency-independent sketches and other
reports (similar to the RPPR, but for application purposes). Alternately, following
the Lattes model, automatically gathering data from online publications and the web
could entice researchers to edit their profiles, which edits could be used to improve
the information extraction. The quality of information extraction would need to be
high, however, because if quality was low, it would not benefit researchers enough
to entice them to wade through it. One possible system design could incorporate
both of these features by inviting researchers to enter their information for the
generation of applications, reports, etc., and they could optionaily curate “pulled”
data to incorporate into their bio-sketch or report.

Modeling
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Once research elements are identified, the space of all possible models about how
they combine to create new scientific knowledge and broader economic and social
outcomes is far too high to explore exhaustively. This requires platforms on which
alternate models of the scientific process can be considered and tested. Following
the earlier example, this could enable scientists and science policy experts to
estimate underinvestment in the creation of data resources and research tools
relative to articles and findings. Then incentives could be put in place to shift
investment. In addition to financial incentives, one class of enticements could
involve the outputs of a Starmetrics-based assessment that ranks the most used and
influential research tools and data resources, evaluated across the population of
published research. This could function like an ImpactFactor or PageRank for data
resources and methods that would attract attention and implicitly confer scientific
visibility and credit. Moreover, such a system could model and then rank the relative
influence of each contributing researcher in driving the importance of these entities
for science.

These represent a few preliminary consideration regarding the possibilities,

limitations and ultimate potential of harnessing digital media and internet
connection to understand and improve the system of science.

1. R. Foote, Science 318, 410 (Oct 19, 2007).
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White Paper for “Changing the Conduct of Science in the Information Age”

NSF Workshop on April 26, 2010
Martin Fenner, Hannover Medical School, fenner.martin@mh-hannover.de

Improving the conduct of science through digital technology requires standards for linking to
and formatting scholarly resources. These standards should be coordinated by independent
organizations that are not restricted to geographic areas or particular research domains.

Data access

Digital Object Icentifiers (DOIs, http://www.doi.orga) are the primary system to link to
digital content. The International DataCite (http://www.datacite.orga) initiative is the DOI
registration agency for scientific primary data. Although there are many uses of DOIs for
primary research data (PANGAEA, earth system research, http://www.pangaea.dea), many
systems still use different identifiers.

Research funders and journals working in specific domains should collaborate on standards
and best practices for primary research datasets, and journal publishers should encourage
or even require linking to research datasets from publications. Successful examples include
GenBank (genetic sequences, http://www.ncbi.nlm.nih.gov/genbank/a) and MIAME
(microarray gene expression, http://www.maged.org/Workgroups/MIAME/miame. htmla).

Knowledge access

DOIs have become the standard identifier for electronic scholarly publications and are
managed by the CrossRef (http://www.crossref.orga) registration agency. Journal articles,
databases and websites linking to scholarly publications should use DOIs whenever possible
instead of internal identifiers such as the PubMed ID or direct links to publisher webpages.
Publishers should implement citation styles that use the DOI instead of volume, issue and
page numbers.

The NLM DTD (http://dtd.nlm.nih.qov/a) is the standard format used by PubMed Central
and many scholarly publishers to produce content for reading in the HTML, PDF or ePub
formats.

The article Authoring Add-in for Microsoft Office Word
(http://www.microsoft.com/mscorp/tc/scholarly communication.mspxa) and Lemon8-XML
(http://pkp.sfu.ca/lemon8a) allow researchers to produce content in the NLM DTD format.
The workflow of writing, reviewing and publishing scientific papers should be based
completely on the NLM DTD and tools for collaborative writing, journal submission and peer
review should be build around that format.

Attribution

The recently announced Open Researcher and Contributor ID (ORCID, http://www.orcid.org
a) is one of many initiatives for a unique researcher identifier, but has probably the
broadest support among institutions, publishers and research organizations. ORCID will be
managed by an independent non-profit organization, and will allow the exchange of profiles
with other researcher identifier systems such as those used by Scopus
(http://www.scopus.coma), RePEc (http://repec.ora/a ), or Inspire
(https://twiki.cern.ch/twiki/bin/view/Inspire/WebHomea).

The information in the author profile may be initially provided by an institution, society or
publisher, but should eventually be claimed by the individual researcher because of privacy
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concerns and because automated author disambiguation is never 100% accurate.
Attribution should include all aspects of scholarly activity, including curation of primary
research datasets and peer review.

The Public Library of Science (PLoS) article-level metrics (http://article-level-
metrics.plos.org/a) make available comprehensive information (citations, downloads, social
bookmarks, comments, etc.) with every published article. This system should be linked to
author identifiers and developed into a standard for scholarly resources, Other scholarly
publishers and databases for primary research data should then adopt these metrics.
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Fenner, Martin, “Scientific Attribution Principles”

Fenner, Martin - Scientific Attribution

Principles

1. Proper assigning of credit for scholarly work requires the ability to uniquely
identify specific contributors to research.

The unique researcher identifier should support the creation of a clear and unambiguous
scholarly record. The identifier should transcend institutions, disciplines, and national
boundaries. The identifier should be trustworthy and should be persistent over time [1]. The
identifier should interoperate with researcher identifier systems that already exist, but are
more limited in scope.

2. Proper assigning of credit for scientific work requires the ability to uniquely
identify specific scientific contributions.

A scientific contribution system should cover the full range of scholarly activities, including
but not limited to publications, patents, and research datasets. Unique identifiers are
needed to use these scientific contributions for attribution. The level of detail needed for
attribution will depend on the specific scientific contribution. The scholarly activities that
need a unique identifier because we see them as significant may change over time.

3. In order to create the scholarly record, scientific contributions have to be
unambiguously assigned to specific contributors.

A system of unique researcher identifiers should also hold information about their scientific
contributions, just as databases for publications, research datasets, etc. should hold
information about the researchers associated with them. The scholarly record should also
contain information about who claimed these associations (researcher, institution, journal,
etc.). To foster data exchange between these systems, and to facilitate reuse, all data
should ideally be made available via download and/or API with a Creative Commons Zero or
similar license appropriate for data.

4. Systems that measure and evaluate scientific contributions can and should be
separate from the databases that hold the scholarly record.

As long as all information in the scholarly record is openly available (see above), systems
that measure and evaluate this information can and should be distinct. The tools for
measuring scientific impact are still evolving, and competition in this area will increase their
usefulness. In addition, we can not expect to ever have a single measure that is appropriate
for all disciplines and use cases.

5. Tools that measure scientific impact should focus on reuse,

The impact of scientific contributions should not be measured indirectly, e.g. by looking at
the journal of a publication or the researchers/institutions that were involved. We now have
the technology to measure the impact of scientific contributions directly. Whenever possible,
this should be done based on reuse, including but not limited to citations and reuses of
research data.

6. Credit systems for scientific contributions should be reevaluated on a regular
basis.
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All currently used measures of scientific impact have limitations [2], and changes in
incentives can alter the way research is performed [3]. Scientific attribution uses resources,
including time and money that could be spent doing research, The level of detail and
required researcher participation should therefore be carefully considered. Our requirements
and the available tools will change over time. Any scientific attribution system should
therefore be reevaluated from time to time, and adjusted if necessary.
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With contributions from Cameron Neylon (Science and Technology Facilities Council), Amy
Brandt (Harvard), MacKenzie Smith (MIT) and Geoffrey Bilder (CrossRef).

1. Credit where credit is due: The Open Researcher and Contributor ID (ORCID). Nature.
2009;462:825, doi:http://dx.doi.org/10.1038/462825a=

http://dx.doi.orq/10.1038/462825aa2. Bollen J, Van de Sompel H, Hagberg A, Chute R.
A principal component analysis of 39 scientific impact measures. PLoS One. 2009
June;4(6):e6022+. doi:http://dx.doi.org/10.1371/journal.pone.0006022 a.

3. Lane J. Let's make science metrics more scientific. Nature. 2010;464:488-489.
doi:http://dx.doi.ora/10.1038/464488aa.
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@ﬁ '}LL%) German Data Forum
) (RatSWD)

RatSWD

Working Paper No. 150

Recommendations for Expanding the
Research Infrastructure for the Social,
Economic, and Behavioral Sciences

German Data Forum (RatSWD)

July 2010

* Federal Ministry
& of Education
and Research

111 German Data Forum


http://www.nsf.gov/cgi-bin/good-bye?http://www.germandataforum.de

Changing the Conduct of Science in the Information Age June 28, 2011

Working Paper Series of the German Data Forum (RatSWD)

The RatSWD Working Papers series was launched at the end of 2007, Since 2009, the series
has been publishing exclusively conceptual and historical works dealing with the organization
of the German statistical infrastructure and research infrastructure in the social, behavioral,
and economic sciences. Papers that have appeared in the series deal primarily with the
organization of Germany’s official statistical system, government agency rescarch, and
academic research infrastructure, as well as directly with the work of the RatSWD. Papers
addressing the aforementioned topics in other countries as well as supranational aspects are

particularly welcome.

RatSWD Working Papers are non-exclusive, which means that there is nothing to prevent you
from publishing your work in another venue as well: all papers can and should also appear in
professionally, institutionally, and locally specialized journals. The RatSWD Working Papers

are not available in bookstores but can be ordered online through the RatSWD.

In order to make the series more accessible to readers not fluent in German, the English section of
the RatSWD Working Papers website presents only those papers published in English. while the

the German section lists the complete contents of all issues in the series in chronological order.

Starting in 2009, some of the empirical research papers that originally appeared in the

RatSWD Working Papers series will be published in the series RatSWD Research Notes.

The views expressed in the RatSWD Working Papers are exclusively the opinions of their

authors and not those of the RatSWD.

The RatSWD Working Paper Series is edited by:

Chair of the RatSWD (2007/2008 Heike Solga; since 2009 Gert G. Wagner)

Managing Director of the RatSWD (Denis Huschka)

Contact: German Data Forum (RatSWD) | Mohrenstrafle 58 | 10117 Berlin | office@ratswd.de
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German Data Forum (RatSWD)*

Recommendations

For Expanding the Research Infrastructure for the
Social, Economic, and Behavioral Sciences

The German Data Forum (RatSWD) adopted these recommendations at its 25th meeting on June 25, 2010,
in Berlin. The recommendations will be published together with the underlying expert reports in a two-
volume compendium: German Data Forum (RatSWD) (ed.), Building on Progress — Expanding the Research
Infrastructure for the Social, Economic, and Behavioral Sciences. Opladen, Budrich, 2010.
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The big picture: Measuring the progress of societies

The importance of better data for the social, economic, and behavioral sciences is underscored
by recent international political developments. For decades, social progress was judged
mainly by measures of economic performance; above all. by increases in gross domestic
product (GDP). In 2009, the Commission on the Measurement of Economic Performance and
Social Progress (“Stiglitz Commission”)1 published its report, which opens with the
statement that “what we measure affects what we do.” It sought to bring about a change in
social and political priorities by advocating that greater emphasis be placed on measures of
well-being and of environmental and economic sustainability.

The Stiglitz Commission’s recommendations form a backdrop to this report.” Recom-
mendation 6 in particular can serve as a unifying theme for our recommendations: we quote it
below in full.

Both objective and subjective dimensions of well-being are important

“Quality of life depends on people’s objective conditions and capabilities. Steps should be taken 1o improve
measures of people’s health, education, personal activities and environmental conditions. In particular,

bstantial effort should be devoted to developing and implementing robust, reliable measures of social
connections, political voice, and insecurity that can be shown to predict life satisfaction.”

In Germany, the Statistical Advisory Committee (Statistischer Beirat) made the Stiglitz
Commission’s report the backbone of its recommendations for the next few vears. The

Committee writes:

“Initiatives for the further development of national statistical programs — above all demands for new data - often
come from supra- and international institutions: the EU Commission, the European Central Bank, the UN,
OECD and the IMF. The Statistical Advisory Committee (Statistischer Beiraf) believes that valuable key
initiatives will come from the Stiglitz Commission and the theme Beyond GDP advanced by the European Com-
mission. Official statistics, in cooperation with the scientific community, must react to these initiatives and their
system of reporting must develop accordingly.”

We want to stress this point in particular: Beyond GDP will be a fruitful concept only if it is
discussed and shaped collaboratively by government statistical agencies and academic

scholars. As the Statistical Advisory Committee wrote:
“The Federal Statistical Office should take stock of the non-official data which may be available with a view to

measuring the multi-dimensional phenomenon of guality of fife. The development of statistical indicators should
be undertaken in cooperation with the scientific community.”

1 Report by the Commission on the Measurement of Economic Performance and Social Progress. chaired by
Joseph E. Stiglitz, Amartya Sen and Jean-Paul Fitoussi, http://www. stiglitz-sen-fitoussi.fr, and Stiglitz,
J./Sen, A. and Fitoussy, J.-P. (2010): Mismeasuring Our Lives: Why GDP Doesn’t Add Up. New York.
International organizations like the Organisation for Economic Co-operation and Development (OECD) are
dealing with similar issues. For example OECD established the “Global Initiative on Data and Research
Infrastructure for the Social Sciences (Global Data Initiative)™ as part of its “Global Science Forum.”

(=
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Further, at the 12" German-French Council of Ministers in February 2010, President Sarkozy
and Chancellor Merkel agreed on the Agenda 2020, which included joint work on new
measures of social progress. This again was a clear message that policy-makers are interested
now more than ever in sound empirical evidence about a wide range of social and economic
trends indicative of human progress or regress.

The following principles and themes are not intended to contribute directly to discussion
of the Stiglitz Commission report or the initiative of the German-French Council of Ministers.
But they do lay the groundwork for improved measurement of economic performance and
social progress.

We strongly believe that recent improvements in survey methods and methods of data
analysis hold promise of contributing substantially to improved measurement of social

progress.

Background

This report is based on contributions by approximately one hundred social scientists who
were invited by the German Data Forum (RatSWD) to write advisory reports on key research
issues and future infrastructure needs within their areas of expertise; their reports are
published in Part III of the two-volume compendium.’ The number of experts who have
contributed is even larger than it was when the predecessor of this report was published in
2001.*

The advisory reports cover a wide range of fields of the behavioral, economic, and social
sciences: sub-fields of economics, sociology, psvchology, educational science, political
science, geoscience, communications, and media research. Some reports focus mainly on
substantive issues. some on survey methodology and issues of data linkage. some on ethical
and legal issues, some on quality standards. Most contributors work for German academic or

governmental organizations, but important reports were also received from individuals in the

3 Seec footnote ® above. All of the expert reports are available as RatSWD Working papers as well. See
http//www ratswd.de/eng/publ/ workingpapers html. Some working papers that were not commissioned by
the German Data Forum but that are of interest too are available on the homepage of the German Data
Forum, especially Working Papers 50, 52, 79, 113, 131, 135, 137, 139, 141 and 151,

4 Kommission zur Verbesserung der informationellen Infrastruktur zwischen Wissenschaft und Statistik
(KVI) (Ed.) (2001); Wege zu einer besseren informationellen Infrastruktur. Baden-Baden, For an English
translation of the recommendations, see: “Towards an Improved Statistical Infrastructure — Summary Report
of the Commission set up by the Federal Ministry of Education and Research (Germany) to Improve the
Statistical Infrastructure in Cooperation with the Scientific Community and Official Statistics.” Schmollers
Jahrbuch, 121 (3), 443-468.
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private sector and from European and American academics. All had a focus on German
mfrastructural needs, but German as well as international contributors emphasized the
importance of international collaborative and comparative research. All reports have been
repeatedly peer reviewed: they have been discussed and amended at successive meetings and
in working groups organized by the German Data Forum (RatSWD).

We first set out some guiding principles underlying the recommendations. The core of the
recommendations is structured around a set of principles and specific recommendations
regarding infrastructure for the social sciences.’

Research in the fields of public health and social medicine is not reviewed. These are

clearly such important and distinct fields that they require their own major reviews.

Principles guiding the recommendations

Evidence-based research to address the major issues confronting humankind

The social sciences can and should provide evidence-based research to address many of the
major issues confronting humankind: for example. turbulent financial markets, climate
change, population growth, water shortages, AIDS, and poverty. In addressing some of these
issues, social scientists in Germany need to cooperate with physical and biological scientists,
with scholars in the humanities, and also with the international community of scientists and

social scientists.

Competition and research entrepreneurs

In making recommendations about the future of research funding and research infrastructure,
we recognize the importance of competition and research entrepreneurs. This may seem an
unusual perspective. In many countries, including Germany, there is a tradition of centralizing
research funding and infrastructure decisions. In our view, this is suboptimal. Science and the
social sciences thrive on competition — competition of theory and ideas, and competition of
methods.

Public funding of research infrastructure is certainly needed because research findings and

research infrastructure are public goods and would be undersupplied in a free market.® But

5 To avoid long-winded expressions, the term social sciences will be used in the remainder of this report to
refer to all the behavioral, economic, and educational sciences and related disciplines.

6 See also UK Data Forum (2009): UK Strategy for Data Resources for Social and Economic Research
RatSWD Working Paper No. 131.
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decisions should not be made in a centralized, top-down fashion — an approach that has the
effect of stifling rather than promoting innovation. The experience of the last few years has
demonstrated — notably in the field of empirical educational research — that many fruitful new
ideas and initiatives can emerge from a decentralized structure that would almost certainly
never have resulted from a “master plan.” First of all, the National Educational Panel Study
(NEPS) and the Panel Analysis of Intimate Relationships and Family Dynamics (pairfam) are
worthy of mention. Both are new panel studies with a long time horizon.

The history of Germany’s Research Data Centers and Data Service Centers illustrates the
same point. All the Research Data Centers and Data Service Centers established in the last six
years were the result of independent mitiatives intended to meet distinctive research needs.
The KVI laid the groundwork by providing central funding for the first six Research Data
Centers. But all the later ones basically relied on their own means, with minimal central
funding. What was crucial was the basic concept for the Research Data Centers, and that was
developed by the KVI in its 2001 report.

It is true that the German Data Forum (RatSWD) later institutionalized this framework by
establishing a Standing Committee of the Research Data Centers and Data Service Centers
(Stéindiger Ausschuss Forschungsdaten-Infrastruktur des RatSWD). This committee helps the
centers to work together and put forward common interests, but it does not initiate new
centers. Indeed. we believe that the committee should not do so. What is necessary is a
common framework for new initiatives that aim to raise Germany’s social science infra-
structure to a higher level.

In this report we take some further steps towards developing a common framework for
research infrastructure in the social sciences. In doing so, we bear in mind the increasing
opportunities open to German researchers to contribute to European and international
databases and projects, as well as to projects in Germany itself. We formulate some principles
and highlight a range of concepts and ideas drawn from the advisory reports.’

We do not make detailed recommendations about specific research fields or particular
infrastructural facilities. This would run counter to our view that innovative research
directions and new ideas develop mainly at the grassroots of scientific and statistical
communities. The advisory reports underlying these recommendations did include a large

number of recommendations for promoting research in specific fields and on specific issues.

7 The advisory reports are also summarized in the two-volume compendium- see Part IT “Executive Sum-
2 "
maries.
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A few of these recommendations are included in this report as examples, but in general our
approach is to make recommendations about institutions and processes in which competition
and research entrepreneurship can flourish. Nevertheless, by providing the advisory reports in
Part III of the two-volume compendium (see footnote * above), we hope to give research
funding bodies some idea about the budgets that may be needed if particular ideas are put

forward by “scientific entrepreneurs.”

The important role of younger researchers

Closely connected to the need for competition and innovation in science is the need to
develop and foster excellent young researchers and ensure that they have sufficient influence
in the research community for their ideas and research skills to flourish. It is, in general, true
that a centralized research environment favors older, well-established researchers. Almost
unavoidably. it is they who are appointed to the main decision-making positions. However
eminent they are, their decisions may tend to favor well-established research topics and well-
established methods. Innovation, on the other hand, is more likely to come from younger and
mid-career researchers.

An important aim and principle underlying this report is to enhance the roles, influence,
and opportunities of younger and mid-career researchers. They should be encouraged and
given incentives to act as research entrepreneurs, competing to attract funding, develop
mfrastructure, conduct research, and disseminate new hypotheses and findings. They may,
however, have occasion to form research networks among themselves, and this should be
supported.®

The need to encourage younger researchers is particularly clear in the official statistical
offices. They need more freedom to improve official statistics by doing research. Further,
with more research opportunities available, employment in official statistical offices will
become more attractive to innovative post-doctoral researchers. Recommendations along
these lines are developed under Theme 2 below, where we also suggest that it would be
valuable to form new kinds of partnerships with private-sector data collection agencies for the

performance of specific infrastructure tasks.

% See the editorial in Science, April 2, 2010, Vol. 328, 17, and letters in Science, August 6, 2010, Vol. 329,

626-627.

118 German Data Forum




Changing the Conduct of Science in the Information Age June 28, 2011

Social science requires improved theory and methods, not just more data

The main focus of this report is necessarily on research infrastructure and databases. but we
want to highlight explicitly the importance of further improvements in social science theory
and also in statistical and survey methods.

Social scientists in almost all fields complain about data deficiencies. The usually unstated
assumption is that if only they had the right data, they could do the rest. This is self-serving
and misleading. Theory and method are also crucial, and new developments in these domains
often go hand in hand with availability of new data sources. The advisory reports published in
Part IIT of the two-volume compendium describe exciting new data sources available to
social scientists, including data arising from “digitization,” geo-referencing, and bio-medical
tests. We make some recommendations about linkages between new and increasingly

available data sources and potential improvements to social science theory and method.

Research ethics and data protection are of growing importance

Most data in the social sciences are of course data on human subjects. This means that
principles of research ethics and privacy need to be observed. The right to privacy is
enshrined in the Federal Data Protection Act (BDSG, Bundesdatenschuizgesetz) which
protects individuals against the release of any information about their personal or material
circumstances that could be used to identify them. Principles of research ethics. on the other
hand, are not embodied in law but are dealt with by the scientific community through codes of
ethics promulgated by their professional associations.

Due to new technological developments, data protection and research ethics are of

growing importance. Two of the themes outlined below reflect this importance.
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Specific recommendations

In this section, we summarize insights arising from the advisory reports and subsequent
discussions within the German Data Forum (RatSWD). We do this by presenting ten themes.
Most of them represent general ideas and fairly abstract recommendations. We aim to

encourage debate in the scientific and policy-making communities.

Theme 1: Building on success: Cooperation between official statistics and academic
researchers

The German Data Forum’s (RatSWD) current activities, as well as the present compendium,
build on substantial achievements flowing from the 2001 KVI report. A major theme of that
report was the need for improved cooperation between academics and the official statistical
agencies, particularly in regard to making official datasets available for academic research.
Initially, four Research Data Centers and two Data Service Centers were set up to provide
academics and other users with access to official data files and with training and advice on
how to use them. The original Research Data Centers are associated with the Federal
Statistical Office, the Statistical Offices of the German Léinder. the Institute for Employment
Research (IAB, Institut fiir Arbeitsmarkt- und Berufsforschung) of the Federal Employment
Agency (BA, Bundesagentur fiir Arbeit), and the German Pension Insurance (RV, Deutsche
Rentenversicherung). Since then, nine more Research Data Centers have been founded (June
2010) and, afier being reviewed by the German Data Forum (RatSWD), they joined the group
of certified Research Data Centers. It is also worth noting that, after their first three years, all
the original Research Data Centers and Data Service Centers were formally reviewed and
received positive evaluations.

One of the advisory reports provided for this review offered the observation that, as a
result of the Research Data Centers. Germany went from the bottom to the top of the
European league as an innovator in enabling scientific use of official data. It has also been
suggested that the Research Data Centers have had benefits that were not entirely foreseen, in
that civil servants and policy advisors are increasingly using research-based data from
Research Data Centers to evaluate existing policy programs and plan future programs. Civil
servants have more confidence in academic research findings knowing that they are based on
high-quality official data sources and that the researchers have received advice on how to use
and interpret the data.

Official data files have also become more readily available for teaching in the higher

education sector as a result of the recommendations of the 2001 KVI report. CAMPUS-Files,
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based on the Research Data Center files, have been created for teaching purposes and are
widely used around the country.

It is important to note that the Research Data Centers have made good progress in dealing
with a range of privacy and data linkage concerns that loomed large ten vears ago. Particular
progress has been made in linking employer and employee data. Research Data Centers have
also, in some cases, been able to develop procedures for enabling researchers to have remote
access to data once they have worked with officials in the relevant agencies and gained
experience in using the data.

Partly due to the progress already made. but mainly due to technological and nter-
disciplinary advances. new and more complicated issues relating to data protection, privacy,
and research ethics keep arising. Some of these issues emerge because of the increasing
availability of types of data that most social scientists are not accustomed to handling,
mcluding biodata and geodata. Other issues emerge due to the rapidly increasing
sophistication of methods of record-linkage and statistical matching. These issues are
discussed in more detail under Theme 8 (“Privacy”) and Theme 9 (“Ethical Issues™).

Based on these considerations, it is recommended that work continues towards providing a
permanent institutional guarantee for the existing Research Data Centers. In the best-case
scenario, Research Data Centers that belong to the statistical offices and similar institutions
should be regulated by law. At present, the costs of Research Data Centers are bome by the
agencies that host them, and users are not required to pay fees of any kind, We believe that
this is the best way to run the centers because it ensures maximum use of official data. In the
event that funding issues arise in public and policy discussions, it is recommended that cost-
sharing and user-pays models be investigated.

It is recommended that methods of obtaining access to a number of important databases
that are still de facto inaccessible to researchers be investigated. Examples include criminal
statistics and data on young men collected through the military draft system.

In particular, it is recommended that methods of permitting remote data access to
Research Data Center files continue to be investigated,

It is recommended that the microdata of the 2011 Census — the first Census in almost 30
vears — should be accessible and analyzed in-depth by means of concerted efforts on the part
of the scientific community and funding agencies for academic research.

It is recommended that peer review processes be established and sufficient resources
allocated to provide “total quality management” also of the data produced by government

research institutes (Ressortforschungseinrichtungen).
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We are in favor of a coordinated and streamlined process. We take a critical view, how-
ever, of the current trend towards increasing numbers of evaluations: this is neither efficient
nor beneficial to the scientific content.

It is recommended that data providers in Germany collaborate more closely with the

European Union’s statistical agency. Eurostat.

Theme 2: Inter-secior cooperation: cooperation between academics, the government
sector, and the private sector

A major theme of the 2001 KVI report was the need for greater cooperation and collaboration
among academic social scientists. official statistical agencies. and government research
mstitutes (Ressortforschungseinrichtungen). Since then, it has become clear that in many
areas of data collection and analysis, official institutes and academic organizations can form
effective partnerships. Such partnerships would be strengthened if younger researchers in both
sets of institutions were permitted more independent roles.

Much remains to be done. Academic research teams and official statistical agencies and
research institutes probably still do not always realize how much they have to gain from
collaboration. But each side must pay a price.

Academics need to understand and respect the social, political, and accountability
environments in which official agencies operate. The official agencies (including the
ministries and parliaments behind them), for their part, need to be willing to give up
monopoly roles in deciding what specific data to collect and disseminate.

A strong case can be made that the improved level of cooperation that has been seen in
recent years between academic social scientists and official statistical agencies and authorities
should now be extended to include the private sector as well. Many large social and economic
datasets, especially surveys, are collected by private-sector agencies. Since these agencies
operate in a competitive market, they need a reasonably steady and secure flow of work in
order to be able to make the investments required to maintain high-quality standards in data
collection and documentation. Public-private partnerships may be desirable for initiating,
attracting funding for, and continuing long-term survey-based projects. The UK’s Survey
Resources Network has experience in these ventures and may be able to offer useful guidance.
Last but not least. a permanent flow of sufficient amounts of work is necessary to ensure
competition between private fieldwork firms.

There are many opportunities for methodological investigations carried out in cooperation

among academics and government and private-sector survey agencies. One clear example is
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investigation of the advantages, disadvantages. and possible biases of mixed-mode surveys.
Mixed-mode surveys, which are more and more widely used, involve collecting data using a
variety of methods, for example, personal interviews, telephone, mail, and Intemet. In
practice, respondents are commonly offered a choice of method, and the choice they make
may affect the evidence they report.

Leaving aside cooperative ventures with public sector and academic clients, it is clear that
private sector fieldwork agencies already collect a vast amount of market research data of
great potential value to academic researchers.

The potential of market research data for secondary analysis lies mostly in the fields of
consumption patterns and media usage. The German market research industry is huge — it has
an annual turnover of more than two billion euros — and over 90 percent of its research is
quantitative. However, samples are often highly specialized: telephone interviewing is the
most common mode of data collection; and data documentation standards are not as high as
academic social scientists would wish. However, secondary data analyses seem to be
worthwhile — last but not least as a kind of quality control for these data. Clearly, too, the
commercial clients for whom data are collected would have to give permission for secondary
analysis. The data would have to be anonymized not only to protect individuals, but also to
protect commercially sensitive information about products.

In addition, transaction data (e.g.. about purchasing behavior) that is generated by
commercial firms can be of interest for scientific research. In this case. anonymization is
extremely important. The German Data Forum (RatSWD) makes no specific recommendation
about this issue beyond the view that recognition of market research data and transaction data

merits consideration in the scientific and statistical communities.

Theme 3: The international dimension

The main focus of the detailed advisory reports contained in the two-volume compendium is
of course on German social science infrastructure and research needs, but the international
dimension is critical too. Plainly, many of the problems with which social scientists as well as
policy-makers deal transcend national borders; for example, turbulence in financial markets,
climate change, and movements of immigrants and refugees. Furthermore, international
comparative research is an important method of learning. Similar countries face similar
issues, but have developed diverse and more or less satisfactory policy responses. To do
valuable international comparative research, researchers usually need to work with skilled

foreign colleagues.
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International data collected by the EU and other supra-national organizations have
important strengths but also important limitations. The data are at least partly “harmonized”
and cross-nationally comparable. Generally, however, data coverage is restricted to policy
fields for which international organizations have substantial responsibility. Data are much
sparser in areas that are still mainly a national-level responsibility. Furthermore, the needs of
policy-makers. for whom the data are collected, do not exactly match the needs of scientists.

For example, policy-makers require up-to-date information, whereas scientists give higher
priority to accuracy. Policy-makers are often satisfied with use of administrative and
aggregate data and accept “output harmonization.” whereas scientists favor the collection of
micro-level survey data and prefer “input harmonization,” that is. data collection instruments
that are the same in each country.

We include some recommendations regarding international cooperation, which still raises
some difficult problems for German researchers, in part because of legal restrictions on data
sharing. Indeed we recommend that a working group be set up by the German Data Forum
(RatSWD) to find ways of making German official statistics available to reliable foreign
research institutes.

There are several cooperative European ventures that will be discussed in an open and
constructive manner. These include a new European household panel survey under academic
direction, Europe-wide studies of birth and other age cohorts, and a Europe-wide longitudinal
study of firms. It would also be of great benefit to comparative European research if access to
micro-level datasets held by Eurostat could be improved. Ideally, these data would be made
available by virtual remote access, with appropriate safeguards to ensure data security.

It is noted that, following a British initiative, an International Data Forum (IDF) has been
proposed. Along the lines of the UK Data Forum and the German Data Forum (RatSWD), this
body would aim to bring together academic researchers and official statistical institutes,
including international organizations like Eurostat. The plan is currently being developed via
an Expert Group set up under the auspices of the OECD. It is recommended that Germany
participate in this and related initiatives through the German Data Forum (RatSWD) and
possibly other bodies.

Finally, it is clear that the academic data providers are not very well organized at the
international and supra-national level. Notable exceptions are international survey programs
like the European Social Survey (ESS) and the Survey of Health, Ageing and Retirement in
Europe (SHARE), and networks of archives like the Council of European Social Science Data
Archives (CESSDA). “Data Without Boundaries,” and the “Committee on Data for Science
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and Technology (CODATA).” It is recommended that the academic sector consider setting up
an independent organization to represent its interests at the European and worldwide levels.
This academic organization would be one of the partners in the international bodies that are

likely to be established following the OECD initiative.

Theme 4: Data on organizations and “contexts”

It is clear that, since the 2001 KVI report, a great deal of progress has been made in
improving academic researchers’ access to firm-level data; that is, to data on employers and
employees. These are high-quality data mainly collected in official surveys; firms are required
1o respond and to respond accurately. Most of the official collection agencies now deposit
their data in Research Data Centers. Progress has been made on issues of data linkage. while
protecting confidentiality, with the result that it is now often possible for researchers to link
data from successive official surveys of the same firm. It is not, however, at present legally
possible to link surveys of German firms to international datasets. This would be a desirable
development, given that many firms now have global reach.

Progress made in improving access to data on business organizations points the way
towards what needs to be achieved in relation to the many other organizations and contexts in
which people live and work. Individual citizens are typically linked to multiple organizations:
firms, schools, universities. hospitals. and of course their households. Linking data on these
organizations and contexts with survey data on individuals would be desirable.

At present, then, there are no German datasets that have adequate information on all the
organizations in which individuals operate. So, data need to be collected on respondents’ roles
and activities in multiple organizations, and where possible, linked to data about the
organizations themselves. This could potentially be achieved by (1) adding additional
questions about organizational roles to existing large-scale surveys, perhaps including the
large sample of the German Microcensus, and also (2) by linking existing survey datasets to
organizational surveys.

A very special kind of a new data type is information about historical contexts, which can
be linked to time series data or microdata with a longitudinal dimension. The European Social
Survey (ESS). for instance, provides such a databank. It is worthwhile to think about a
centralized data center of that kind as a service to the community at large.

Data on political and civil society organizations appear to be in particularly short supply.
In many Western countries, evidence about political parties — the most important type of

political organization — is regularly obtained from national election surveys. Election surveys
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are also the main source of evidence on mass political participation. We want to note that in
Germany, there is no guaranteed funding for election surveys, although a major election
project (GLES, German Longitudinal Election Study) is currently being undertaken.

Several of the advisory reports prepared for the German Data Forum (RatSWD) discussed
detailed practical ways of realizing these possibilities. It is recommended that funding
agencies consult these advisory reports when assessing specific applications to conduct

organizational research.

Theme 5: Making fuller use of existing large-scale datasets by adding special
innovation modu%e; and “related sa‘udﬁ:s"’

Many of the advisory reports recommended that fuller use could be made of existing large-
scale German datasets by adding special innovation modules, thereby creating greater value
for money. Suggestions were made both for special samples and for special types of data to
be collected. In all cases. it was suggested that the particular benefit of adding modules was
that the underlying survey could serve as a national benchmark or reference dataset against
which the new. more specialized data could be assessed.

The availability of a reference dataset enables researchers to obtain a more contextualized
understanding of the attitudes and behaviors of specific groups. Conversely, the availability of
detailed and in-depth evidence about subsets of the population can strengthen the causal
mferences that analysts of the main reference dataset are able to make.

The advisory reports covering international and internal migration document substantial
data deficits, which, it is suggested, could be largely overcome by adding special modules to
existing longitudinal surveys. It has been pointed out that existing datasets do not allow
researchers to track the careers of migrants over long periods. This is particularly a problem in
relation to highly skilled migrants, a group of special interest to policy-makers. Migrant
booster samples, added to existing large-scale surveys, would largely overcome the problem.

Reports written by experts in other fields made similar recommendations. For example, it
was suggested that data deficits relating to pre-school education and vocational education and
competencies could be partly overcome by adding short questionnaire modules to ongoing
surveys.

It is more or less conventional in the social sciences to collect exploratory qualitative data
-~ for example, open-ended interviews — to develop hypotheses and lay the basis for
quantitative measures prior to embarking on a large-scale quantitative project. It is suggested

that this sequence can also sensibly be reversed. Once a quantitative study has been analyzed,
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individuals or groups that are “typical” of certain subsets can be approached with a view to
conducting qualitative case studies. The researcher then knows precisely what he/she has a
“case of.” Extended or in-depth interviews can then be undertaken to understand the decisions
and actions that subjects have taken at particular junctures in their lives, and the values and
attitudes underlying their decisions.”

A further suggestion is that innovation modules using “experience sampling methods™ be
added to existing large-scale surveys. Again, the procedure would be to approach purposively
selected respondents, representing sub-sets of the main sample, and ask them to record their
answers to a brief set of questions (e.g., about their current activities and moods) when a

beeper alerts them to do so.

Theme 6: Openness to new data sources and methods

Advisory reports prepared for the German Data Forum (RatSWD) highlighted the potential of
several exciting new sources and methods of collecting data. We want to mention some of
these sources, but without making specific funding recommendations. We do, however, want
to stress that Germany needs to develop funding schemes that are receptive to inter-
disciplinary research proposals involving use of these new data sources and data collection

methods.
Digitization
It is widely recognized that data grid technology (“digitization™) is generating massive
amounts of new data that are potentially valuable to social scientists. A great deal of data is
generated through the use of the Intemnet. including e-mail and social networking sites, and
through the use of cell phones, GPS systems, and radio frequency identification devices
(RFIDs). To date, social scientists have made limited use of these datasets, partly because it is
not clear how to gain access and how to deal with privacy issues. A few initiatives have been
undertaken. For example, the networking site Facebook reports that social scientists in all
English-speaking countries are analyzing messages posted on the site each day to assess
changes in moods and perhaps happiness levels.

However, it seems unlikely that substantial progress will be made until access and privacy

issues are solved. The German Data Forum (RatSWD) notes that the UK’s Economic and

9 It is important to address the privacy and ethical implications of approaching survey respondents for ad-
ditional interview data. Clearly. they must be asked for explicit consent to link the data sets.
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Social Research Council (ESRC) has set up an Administrative Data Liaison Service to deal

with these issues by linking academics to producers of administrative data.

Geodata - the geo-spatial challenge

Most of the data used in the social sciences have a precise location in both space and time.
While geodata are used widely in geography and spatial planning, this is generally not the
case in the social sciences. Spatial data from various sources can readily be combined via the
georeferences of the units under investigation. This makes georeferenced data a valuable
resource both for research and for policy advice and evaluation. While administrative spatial
base data have been widely available for Germany for a long time, there has been an
enormous increase in recent years in the supply of spatial data collected by user communities
(e.g.. OpenStreetMap) and private data providers. Furthermore, remote sensing data (aerial
photos or satellite data) have become more important. These data come from a number of
different places scattered across the globe and are provided by different sources, which makes
it important to launch geodata infrastructure projects that bring together different geodata sets.
It has to be pointed out that data security is of high importance for this type of data; issues of
personal rights are particularly sensitive.

Closely related to geodata are data for regions, which can be defined as areas as large as a
German Land or as small as a village. Regional data have been available for many years and
have been used for cross-regional investigations and as context variables in studies
investigating the behavior of persons or firms. Access to many datasets at various levels of
regional aggregation is straightforward in Germany through the use of cheap CDs/DVDs and
the Web.!® The main challenge is to offer access to geodata in ways that allow easy
combination with other data. Both current and older data need to be made available to allow
for longitudinal studies. Furthermore, data for individuals, households, and firms should be
entered with a direct spatial reference; this is especially important for the forthcoming 2011
Census.

An important recommendation for the future is to intensify collaboration between social
science researchers and researchers in institutions in the currently rather segregated areas of

geoinformation and information infrastructure. Thus, the German Data Forum (RatSWD) will

10 http://www.geoportal bund.de, http://www.raumbeobachtung. de, http://www.regionalstatis tik de. [ Accessed
on: August 7, 2010].
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set up a working group on geodata and regional data with a view to bringing the different data

providers and users together.

Biodata: research incorporating the effects of biological and genetic factors on social
outcomes

In recent times, greater attention has been paid in the social sciences to biomedical variables,
including genetic variables that influence social and economic behaviors. Many opportunities,
and some serious risks, exist in this growing research field. Historically, social scientists have
received no training in biomedical research and are unlikely to be aware of the possibilities.
Certainly, they have little knowledge of appropriate methods of data collection and analysis.
It is under discussion whether the German Data Forum (RatSWD) will set up a working group
with a view to positioning German social scientists to be at the forefront of developments.
The group would need to include biologists and medical scientists, as well as social scientists
and — equally important — not only data protection specialists but also ethics specialists. In
addition, one issue that such a working group would have to address is the difficulty that
researchers who are working at the interface of the social and biomedical sciences currenily
have in attracting funding.

A role model for this kind of data collection may be found in the SHARE study. which has
already conducted several pilot studies, collecting biomedical data from sub-sets of its
European-wide sample. It has been shown that. with adequate briefing, medically untrained
mterviewers can do a good job of getting high-quality data, and without a significant increase

in interview refusals and terminations.

Virtual worlds for macro-social experiments

Advocates of the use of computer-generated “virtual worlds™ (such as “Second Life™) for
social science research believe that they offer the best vehicle for developing and testing
theories at a “macro-societal” level. Many of the problems facing humanity are international
or threaten whole societies: climate change. nuclear weapons, water shortages, and unstable
financial markets, to name just a few. By setting up virtual worlds with humans represented
by avatars, it is possible to conduct controlled experiments dealing with problems on this
scale. The experiments can be run for long periods, like panel studies, and they can allow for
the involvement of unlimited numbers of players. They pose no serious risk to players and

avoid the ethical issues that limit many other types of study.
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Advocates of macro-social experiments recognize that initial costs are high, but claim that
the worlds they create hold the prospect of eventually being self-funding, paid for by the

players themselves.

Theme 7: Data quality and quality management

This theme deals with issues relating to (1) the quality of available measurement instruments,
and (2) the quality of documentation required to facilitate secondary analysis of existing
datasets.

Experts in several areas in their advisory reports made the point that a fairly wide range of
measurement instruments were available to them. but that researchers would benefit from
guidance in assessing their comparative reliability. validity, and practicality in fieldwork
situations. In the advisory reports, it was suggested that something like a central clearing
house was needed with a mandate to assess and improve standards of measurement. It was
noted that the recent founding of the Institute for Educational Progress (1QB, Institut zur
Qualitditsentwicklung im Bildungswesen) could serve as a model.

The Institute was launched at a time when the poor performance of German students in
standardized international tests led to increased concern with measuring learning outcomes.
The IQB is measuring the performance of representative samples of students in the 16
German Lénder, and will also be available to serve as a source of advice on measurement
issues

A related but somewhat separate concern mentioned in several advisory reports is the poor
quality of documentation provided for many surveys and other datasets that, in principle, are
available for secondary analysis. It appeared that the academic sector has much to learn in this
respect from the official sector, which generally observes high standards in data collection
and documentation.

In thinking about data storage and documentation, a distinction should probably be drawn
between two types of academic projects: those that are of interest only to a small group of
researchers and those that are of wider interest. A mode of self-archiving (self-documentation)
should suffice for the former type, although even here minimum satisfactory uniform
standards need to be established. The latter type should be required to meet high professional
standards of documentation and archiving (see Theme 10).

To a large extent, improvement of survey data documentation is a matter of adopting high
metadata standards. These are standards relating to the accurate description of surveys and

other large-scale datasets that need to be met when data are archived. Historically, researchers
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paid little attention to the quality of metadata surrounding their work: archiving was left to
archivists. This mind-set is changing. There have been rapid advances in the development and
implementation of high-quality metadata standards, standards which apply to datasets
throughout their life cycle from initial collection through to secondary use, perhaps in
conjunction with quite different datasets.

An important source of survey metadata is the information collected about individuals,
households, and locations when seeking and interviewing designated respondents. These data,
sometimes termed paradata, are typically recorded by interviewers and deposited with their
survey research agency. The data are valuable for analyzing problems of survey non-response
and for assessing the advantages and disadvantages of different data collection modes.
Paradata can be used to attempt “continuous quality improvement” in survey research. It is
recommended that efforts be made to standardize and improve the quality of paradata
collected by public and private-sector survey agencies. The European Statistical System has
published a handbook on enhancing data quality through effective use of paradata.

In Germany, the Research Data Centers have taken the lead in trying to improve current
standards. Based on their experience, it appears that there are two internationally acceptable
sets of metadata standards — the Data Documentation Initiative (DDI) and the Statistical Data
and Metadata Exchange (SDMX) Standard — which could be more widely used in Germany.
Adoption of these standards requires the establishment of a registry-based IT infrastructure
compatible with the industry standard for Web services. This infrastructure can then facilitate
the management, exchange. harmonization, and re-use of data and metadata.

We would like to highlight one potential means of improving documentation in particular:
the use of a unique identifier for datasets (e.g.. a digital object identifier or DOI). Unique
identifiers for particular measurement scales (e.g., the different versions of the “Big Five™
inventory) could possibly also be helpful (see also Theme 10 below).

The need for high-quality metadata appears even more pressing when recalling that many
Internet users who are not themselves scholars are making increased use of these data for their
own analyses. Results generated by lay users are especially likely to be skewed or misleading
if the strengths and limitations of the data are described inadequately or in jargon a layperson

could not be expected to understand.

Theme 8: Privacy issues
This section deals with privacy issues, particularly those that arise due to increasingly

sophisticated methods of data linkage. Record linkage refers to the possibility of linking up
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different datasets containing information about the same units (e.g., individuals or firms).
Linkages may be made, for example, between different surveys or between survey data and
administrative data. Normally, datasets can only be linked if a common identifier is available.
However, linkage can sometimes now be achieved by means of “statistical matching™ when
datasets do not contain the same identifiers for particular individuals.

When an individual consents to take part in a specific research project, her commitment —
and the limits of that commitment — are usually reasonably clear. But what is the situation if
researchers then link a file obtained for this specific project to other files about the
respondent, which. for example. contain information about her employer. tax files, health. or
precise geographical location? Clearly, such linked data are of immense value to researchers,
both in conducting basic scientific research and in providing policy advice. But do the
individuals whose data are being linked need to give specific consent prior to each new
linkage?

The advisory reports written for the German Data Forum (RatSWD) expressed a wide
variety of views on this matter, with some even describing data linkage as contrary to law and
rightly so. We believe that these problems could be resolved best by passing legislation that
would require researchers to observe a principle of “research confidentiality” (Forschungs-
datengeheimnis). This legislation, which was recommended by the KVI in 2001, would
require that if authorized researchers obtained knowledge of the identity of their research
subjects — even by accident — they would be obliged not to reveal the identities under any
circumstances. Most important, the act would prevent both police and any other authorities
from seizing the data. When pushing forward the issue of “research confidentiality,” it will be
important to refer to the European legislation.

A further proposal, or perhaps an alternative, discussed in one of the advisory reports, is
for data stewards (Treuhdnder) to be appointed for the purpose of protecting the privacy of
research subjects. Data stewards would be responsible for keeping records of the identity of
subjects and would only pass data on to researchers for analysis with the identifying
information removed. In Germany, data stewards have recently been used by the official sta-
tistical agencies when data linkage exercises have been undertaken. If their use were to be
extended to the academic community. their relationships with Research Data Centers would
need to be worked out in detail.

A more general recommendation given in the reports is that a *National Record Linkage
Center” be set up to cover all fields in which record linkage i1s an issue. This has been

proposed in part to avoid the duplication that would occur if each branch of social science
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made its own separate efforts. The German Data Forum (RatSWD) makes no specific recom-

mendations but believes that the proposal is worth detailed consideration.

Theme 9: Ethical issues

This theme deals with two separate sets of ethical issues: the ethics of research using human

subjects, and the ethics of scientists in publicizing their results.

Research using human subjects

The need to define and enforce ethical standards in research using human subjects has always
been urgent and has become more so in view of the increasing availability of new types of
data highlighted in this report: administrative and commercial data, data from the Internet,
geodata. and biodata.

In practical terms, Germany does not yet have a detailed set of ethical requirements that
protect research subjects and are designed specifically for the social sciences. However, all
researchers have to abide by the requirements of the Federal Data Protection Act.
Additionally. the main professional associations in sociology and psychology have issued
ethical guidelines. but these mainly affect behavior towards peers, rather than towards
research subjects.

A review of ethics procedures in the UK and the US was undertaken by an advisory report
to see if they offered useful examples for Germany. British procedures appear worth
consideration; US procedures are perhaps too heavily geared towards the natural sciences.

In the UK, beginning in 2006, the Economic and Social Research Council (ESRC), which
is the main funding body for academic research. forced universities whose researchers were
seeking funding from ESRC to set up ethics committees. In practice, committees have been
put in place in all universities, usually operating at the departmental or faculty level and not
always on a university-wide basis. The committees are required to implement six key
principles. four of which protect human subjects. Subjects have to be fully informed about the
purposes and use of the research in which they are participating; they have the right to be
anonymous; the data they provide must remain confidential; participation must be voluntary.
and the research must avoid harm to the subjects.

The principle of “avoiding harm™ is particularly important in view of the increasing
availability of Web data, geodata, and biodata. “Avoiding harm™ appears to be a principle of
more practical relevance than the principle of “beneficence” that German social scientists,

borrowing from the biological sciences, have sometimes incorporated into ethical guidelines.
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Above all, given that research is conducted increasingly on the basis of international
exchange, and data are exchanged between different countries and national research
mstitutions, it is of growing importance that respondents be able to rely on users to handle
their data responsibly. Due to differences in national data security regulations as well as in
research ethics standards, this is a difficult task. which, at worst, can hinder research. How-
ever, universal data protection rules are desirable, but extremely unlikely. Thus, it is
important that, at a minimum, the scientific and statistical expert communities raise awareness

that universal ethical standards are necessary.

Scientific responsibility in publicizing results

A final key set of ethical issues surrounds the responsibility of scientists in publishing and
publicizing their results. In a recent editorial in Science,"" it is noted that “bridging science
and society” is possible only if scientists behave properly — that is. in accordance with
scientific standards. The editorial mentions not just the need to avoid obvious scientific
misconduct relating to data fraud or undisclosed conflicts of interest, but also the importance
of avoiding “over-interpretation” of scientific results.

It is worth noting that many economists appear to believe that over-interpretation (by
simplifying results) is necessary if a scientist wants to reach the general public. The former
Federal President of Germany, Mr. Koehler, an economist, appeared to endorse this approach
by calling for social scientists to announce “significant” findings without burying important
results under too many details.

We believe that it would not be wise for social scientists to take this advice. precisely
because scientific results often become the subject of contentious public policy debates.
Empirical results can have the effect of making policy debates more rational, but only if the
assumptions and shortcomings of research are communicated honestly. It is a duty of the

scientific community to promote this type of honesty.

Theme 10: Giving credit where credit is due

A key principle of these recommendations is “fo give credit where credit is due.” This
principle'? should apply to efforts at developing the social science research infrastructure just
as much as to academic authorship. In general, valuable new infrastructural initiatives will

only be launched if the staff of infrastructures under academic direction, of official statistical

11 Science, February 19, 2010, Vol. 327, 921.
12 Nature, December 17, 2009, Vol 462, 825,
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agencies — and perhaps of private-sector organizations that collect and provide data as well -
feel recognized and rewarded for undertaking this important work. Junior and senior staff of
all types of organizations needs to be clearly recognized for their important contributions.
Existing academic conventions about “authorship™ are not entirely satisfactory, nor are
“science metrics” that evaluate the output of researchers, universities, and research institutes.

In a recent article in Nature" it is suggested:

“Let’s make science metrics more scientific. To capture the essence of good science, stakeholders must combine
forces to create an open, sound and consistent system for measuring all the activities that make up academic
productivity. ... The issue of a unique researcher identification system is one that needs urgent attention.”

Sometimes effective partnerships and joint investments by academic research institutes,
official statistical agencies, and private fieldwork organizations occur despite seriously
madequate incentives and recognition. However, in order to make such collaborations more
than rare events, the “rules of the game™ must be changed. The establishment and running of
infrastructure like biobanks, social surveys, and Scientific Use Files of register data must be
rewarded more adequately than at present. This applies to official statistics, public
administrations, private organizations, and the sciences and humanities more generally. The
German Data Forum (RatSWD) sees itself as one of the key players in promoting discussion
and proposing effective steps on this issue. Here we want to mention two instruments that
might help to ensure that credit is given where it is due.

First, the establishment of a system of persistent identification of datasets (like the DOI
system) would not only allow easier access to data, but also make datasets more visible and
citable, and thereby enable the authors/ compilers of the data to be clearly recognized. Even
particular measurement “devices™ (e.g.. specific scales for the “Big Five” inventory) might be
identified and citable by unique identifiers. Second, a digital object identifier makes it easier
to see the links between a scholarly article, the relevant datasets, and the authors/compilers of
the datasets. There are already some organizations that have assigned DOlIs to datasets (e.g.,
CrossRef and DataCite).

Second, the issue of a unique researcher identification system is equally important and
needs urgent attention. The recent launch of Open Researcher Contributor ID (ORCID) looks
particularly promising. The use of a unique researcher ID makes the scientific contributions of

e¢ach individual researcher who works on a dataset clearly visible.

13 Nature, March 25, 2010, Vol. 464, 488-89.
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Concluding remarks

In Germany, we have several organizations for funding scientific research. Some policy-makers,
government officials, and senior researchers believe that a more centralized organization would
do better, but we disagree. Competition opens up more space for new ideas than would be
available in a centralized system.

Even though we do not support centralized organization of research, we nevertheless
recognize an increasing need to provide long-term funding to establish and run large-scale
social science infrastructure. It is clear that both the academic community and those involved
in administering Germany’s statistical system are thinking more than ever before about how
to reshape and fund their services. So, for example, the German Council of Sciences and
Humanities (WR. Wissenschafisrat), and Germany’s Joint Science Conference (GWK.
Gemeinsame WissenschaftsKommission) have working groups underway that are considering
matters of research infrastructure.'® The discussions in these working groups have already
made obvious that not only Research Data Centers and data archives but also more and more
libraries —university and research institute libraries as well as centralized specialist libraries
(Fachbibliotheken) — are an important part of the research infrastructure, providing crucial
data documentation and access services. Even the Federal Archive (Bundesarchiv) could play
a certain role. Nothing is settled yet. However. it is time to find a new and appropriate
division of labor among these institutions.

Thoughtful formulation of key issues and especially the detection of shortcomings and
difficulties is itself an important step. Many approaches will no doubt be considered. but in
our view it is preferable to develop principles for funding and managing research
infrastructure, rather than to attempt the almost impossible task of formulating a master plan.

The German Data Forum (RatSWD) is itself neither a research organization nor a funding
organization. It exists to offer advice on research and data issues. This places it in an ideal
position to moderate discussions and help find the most appropriate funding arrangements for

the social sciences.’

14 These are (in 2010) the “Research Infrastructure Coordination Group (Keordinierungsgruppe
Forschungsinfrastruktur)” and the “Working Group on a Research Infrastructure for the Social Sciences and
Humanities (drbeitsgruppe Infrastruktur filr sozial- und geisteswissenschafiliche Forschung)” of the
German Council of Science and Humanities (WR, Wissenschafisraf) as well as the “Commission on the
Future of Information Infrastructure (KII, Kommission Zukunft der Informationsinfrastruktur)” of the Joint
Science Conference by the Federal and Lander Governments (GWK, Gemeinsame Wissenschaftskonferenz
des Bundes und der Linder),

|5 See also the “Science-Policy Statement on the Status and Future Development of the German Data Forum
(RatSWD)” by the German Council of Science and Humanities (WR. Wissenschaftsrar). Schmollers
Jahrbuch, 130 (2), 269-277.
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Hey, Tony, “Open Access, Open Data, Open Science”

Open Access, Open Data,
Open Science

Tony Hey
Microsoft Research

Open Access and Repositories

* As Dean of Engineering at Southampton | was
‘responsible’ for monitoring the research output of over
200 Faculty and 500 Post Docs and Grad Students

— The University library could not afford to subscribe to all the journals that
my staff published in, not to mention conference proceedings and
workshop contributions, so we insisted on keeping a digital copy of all
output in a University Repository ...

* ‘Green Open Access’ or ‘Self-Archiving’ has authors
making peer-reviewed final drafts of their articles
accessible by depositing them in their Institution's OA
Repository upon acceptance for publication

— Note that individual papers can be set to be immediately visible outside the
institution or set to ‘delayed open access’ as in PubMedCentral. Web copies
of non-journal versions are allowed by most publishers ...
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VT ) e My acimes e

Uniwessity Libraries

Some Facts about VT ETDs

Electronic Theses and Dissertations

What the server logs reveal abuat accesses to VT ETDs. (Fiscal Years)
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» Demonstrates the Power of the Web

Webometrics Google Scholar Ranking (July 2010)

Harvard
RIS Southampton # 21
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uUcC nMadrid

Munich Cambridge # 97
Stanford

U Queensland O)(ford # 115
Kyoto
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11 Toronto
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16 Nebraska - 5 z

17 Groningen research reputation of a university ...
18 Vienna

19 CUHK

20 Georgia Tech 2 = =

B s » Institutional Research Repository
22 |Cornell _ must be part of the university’s
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24 Tokyeo Reputation Management’ strategy

25 Murcia
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Six Key Elements for a Global
Cyberinfrastructure for eScience (2004)

High bandwidth Research Networks
Internationally agreed AAA Infrastructure
Development Centers for Open Software

A

Technologies and standards for Data
Provenance, Curation and Preservation

5. Open access to Data and Publications via
Interoperable Repositories

6. Discovery Services and Collaborative Tools

UK Digital Curation Centre
(JISC funded 2004)
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Jim Gray’s Call to Action

In his last talk Jim Gray highlighted three key
areas for action relating to the future of Scholarly
Communication and Libraries:

1. Establish Digital Libraries that support the other
sciences like the NLM does for Medicine

2. Fund development of new authoring tools and
publication models

3. Explore development of digital data libraries
that contain scientific data (not just the
metadata) and support integration with
published literature

Envisioning a New Era of Research
Reporting

Imagine...
* Live research reports that had multiple end-

user ‘views' and which could dynamically
tailor their presentation to each user

An authoring environment that absorbs and
encapsulates research workflows and

Reproducible
Research

Optimal enr;mnnln sampling locations et
outputs from the lab experiments Jn volcanic magaplumes
A report that can be dropped into an Interactive o+ Collaboration |
electronic lab workbench in order to Data = = =

reconstitute an entire experiment : :;I

Dynamic

A researcher working with multiple reports

on a Surface and having the ability to mash 5

up data and workflows across experiments e — Documents
The ability to apply new analyses and Wm0
visualizations and to perform new in silico £ B v iy Reputation
experiments & Influence
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Future of Research Libraries?

* Repositories will contain not only full text versions of
research papers but also ‘grey’ literature such as
workshop papers, presentations, technical reports and
theses

* In the future, repositories will also contain data,
images and software

* Will involve Cloud storage as well as on-premise

* Need for federated databases of scientific information
and cross database search tools

* NIH National Library of Medicine
* WorldWideScience.org

» Future role for University Research Libraries?

The US NLM and PubMed Central

* The NIH Public Access Policy
ensures that the public has access
to the published results of NIH

PubMed

i
funded research. Gl |
* It requires scientists to submit €35
final peer-reviewed journal PubMed  pupMed omolete_Entrez
manuscripts that arise from NIH  pusiishers «——abstracts Genomeg 3"

Centers

3D
Structure MDB

funds to the digital archive -
PubMed Central upon acceptance @vluw
for publication.

* To help advance science and \ /
improve human health, the Policy C\ucuwu 3 pmte.-D
requires that these papers are SeaumeE AEfHenges

accessible to the public on
PubMed Central no later than 12

i Entrez cross-database search
months after publication.
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WorldWideScience - Facts and Figures

* Tremendous growth in search content: from 10 nations to 65 nations in 3
years
* > 400 million pages
= From well-known sources: e.g., PubMed, CERN, KoreaScience
= To more ohscure sources: e.g., Bangladesh Journals Qnline

WorldWideScience — Fills Key Niche in
Scientific Discovery

\\ 96.5%

GoogleGoogle

schalar
Accelerated access - Accelerated discovery:

the case for WorldWideScience.org
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All Scientific Data Online

* Many disciplines overlap and
use data from other sciences.

* |Internet can unify Literature
all literature and data

* Go from literature
to computation
to data
back to literature.

* Information at your fingertips
For everyone-everywhere

* |Increase Scientific Information Velocity
* Huge increase in Science Productivity

Slide from Jim Gray’s last talk
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Hirsh, Haym, “How Do You Cite a Crowd?”

How Do You Cite a Crowd?
A White Paper for NSF's "Changing the Conduct of Science in the Information Age" Workshop
November 12, 2010

Haym Hirsh
Rutgers University

¢ Three months ago Nature published an article concaning Foldit, a computer game whose top
players are non-scientists who beat the best protein structure prediction programs.

¢ In 2009 a new proof of the density Hales-Jewett theorem, the first to use elementary methods,
was jointly crafted by more than three dozen participants via social media. described in a paper
whose author is given as D.H.J. Polymath.

e That same year researchers at Google and the Centers for Disease Control (CDC) published a
paper in Nature showed that tracking frequencies of flu-related Google queries allows detection
of flu outbreaks over a week earlier than the CDC.

e Also that year, Current Biology published a paper that showed that species that exhibit vocal
mimicry also exhibit motor entrainment to music — they move to the music’s rhythm — in part by
analyzing YouTube videos of animals.

e In 2006 Nature published a paper on “The scaling laws of human travel” that used records from
wheresgeorge.com, a website at which people can enter and track currency they have possessed.

e Tens of thousands of people have used Galaxy Zoo to classify over 40 million astronomical
objects, leadings to such discoveries as the fact that neighboring galaxies have aligned spin
directions

¢ Computer users around the world allow their machines to be networked into large distributed
supercomputers that compute prime numbers, compute protein folding, break eneryption systems,
and search for signals of extraterrestrial life, among many others.

e The computational linguistics and computer vision communities, which rely heavily on machine
learning over corpora of data, increasingly use Amazon Mechanical Turk to micro-outsource the
human labor of data labeling.

¢ Researchers at Stanford have shown how comparing not just biological sequences but also their
associated literatures can improve homology search, and how large databases of structured
knowledge can be populated by the pharmagenomic knowledge embedded in the relevant science
literature,

e Researchers in computer vision and computer graphics are taking the billions of photos in
community photo collections such as Flickr to construct rich, navigable, 3D depictions of the
world they represent, and to cut out your ex-wife from a photo and splice in instead new content
the seamlessly matches the rest of the photo.

Information and communication technology innovations are bringing people together in ways that have
never previously been possible or even imagined. The area of collective intelligence secks to understand
these new ways in which people collaborate and create outcomes that are integrally about large groups of
participating individuals, as much as they are about the new technologies that underlic them, As with the
rest of our society. science must confront the challenges and implications of collective intelligence in the
practice and communication of our scholarly work.
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Who gets credit when the knowledge work that allows us to discover that neighboring galaxies have
aligned spin direction comes from tens of thousands of individuals? What is the authorship of a paper
when the ideas underlying a proof are distributed across a blog and over a thousand comments, especially
when the authors themselves choose to use a pseudonym? How do we support repurposing of data so that
we can discover arline travel patterns from a dollar bill tracking website, 3D structures from community
photo collections, flu outbreaks from search engine queries, or correlation between motor entrainment and
vocal mimiery from YouTube videos? Who gets credit if a new biochemical discovery is made by a non-
scientist playing a game? How do we mine the scientific literature to discover the hidden wisdom that
may span hundreds or thousands or more papers, where each paper contributes to the collective
knowledge?

The question of attribution and credit is harder than we thought it was when we consider the new
affordances for science of collective intelligence. It’s not just about the new forms of data-intensive
science that technelogy has enabled, where we may seek scholarly acknowledgement of such activities as
data production, data stewardship. software development, and the like. It’s not just about new forms of
scholarly communication and peer review that are unlike what science has relied on for hundreds of years.
The very nature of how people come together to generate new knowledge and new outcomes has
changed. in ways that are incompatible with our established ways of viewing the science enterprise —
whether digital or otherwise.

Science funding agencies can respond to these forces in a number of ways. The first is that whatever
steps an agency takes to be effective stewards of science funding. they must be part of an ongoing process
that can adapt to the increasingly fast-changing landscape of science. The second is to keep in the cross-
hairs of all decisions the gold standard of science: Reproducibility. Thus, while data management plans
provide a crucial element for reproducibility, they are a means to an end and not the end itself. Funding
agencies can take steps to maintain a focus on reproducibility, such as by having reviewers explicitly
comment on and assess the reproducibility characteristics of proposed projects. Third, funding agencies
should be vigilant in supporting new modalities of science, and not themselves fall into set ways that
reflect only older ways of conducting science. Finally, funding agencies must continue to be stewards of
science cyberinfrastructure, keeping timely with what is necessary to support the changing landscape of
science, lest we only support old ways of doing new science.
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Lambe, Patrick, “Changing the Conduct of Science in the
Information Age: Discussion Points”

Changing the Conduct of Science in the Information
Age

Discussion points by Patrick Lambe, Adjunct Professor Hong Kong
Polytechnic University and Principal of Straits Knowledge, Singapore.

The Role of Knowledge Organisation Systems in the Conduct and
Advancement of Science

To understand — and influence — how science grows and develops, it is
also necessary to:
e have consistent ways of describing science,
e maintain a conspectus of the relationships between different areas
of scientific knowledge, and
¢ maintain continuity between past (science memory), current
(science activity) and emerging ways (new knowledge creation) of
describing science.

Taxonomies and formal knowledge organization systems play a
sophisticated role in delivering these capabilities, but this role is often
poorly or partially understood.

When people think about taxonomies, they often think of them as subject
vocabularies or as fixed hierarchical structures that show how a subject
should be organised. In fact, taxonomies are only one element in what are
called Knowledge Organisation Systems (KOS), and these turn out to also
be critical to the growth and development of scientific knowledge.

A KOS performs three critical functions which are relevant to the
development and progress of science.
¢ It standardizes language, which enables coordination and
knowledge-building around shared language and the entities
described by that language
o It identifies connections or relationships between different areas of
knowledge in predictable, commonly understood ways
e It overlays salient and useful structures onto a diffuse knowledge
domain, which enables sensemaking to occur on significant patterns
and relationships within the knowledge domain, including
identification of gaps in knowledge, and enabling testable
hypotheses to be made.

A KOS is able to do these three things because it combines the ability to
work with lexical characteristics, identify salient relationships between
entities, and support visual representation of an entire knowledge
domain. To associate a KOS simply with one of these characteristics at a
time and to miss the others, is to miss its value for knowledge
organization in support of new knowledge creation.

Let’s take a couple of famous illustrations from the history of science.
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Carl Linnaeus

Throughout the fifteenth century, with the spreading of wealth through
trade and the growth of scholarship, the passion for collecting “curiosities”
was taken up on a large scale by scholars and scientists across Europe,
and their collections were increasingly used as instruments of learning
about the natural world. Arrangements of curiosities became part of a
larger endeavour to construct a systematic knowledge of the natural
world. Collections started to become more systematic and supportive of
enquiry, sensemaking and discovery.

These were the seeds of modern empirical science. By the beginning of
the seventeenth century, however, writers like Francis Bacon were
thoroughly dismissive of the higgledy-piggledy arrangements of the rich
and famous:

"There is such a multitude and host as it were of particular objects, and
lying so widely dispersed, as to distract and confuse the understanding;
and we can therefore hope for no advantage ... unless we put its forces in
due order and array by means of proper, and well arranged, and as it
were living tables of discovery of these matters which are the subject of
investigation...”

Bacon’s impatience was echoed just over a century later by the
methodical biologist Carl Linnaeus who was dismissive of the “complete
disorder” he found in the home of the last great universal collector of his
time, Sir Hans Sloane - founder of the collection that became the British
Museum. After Sloane, in fact, collectors divided themselves into discrete
disciplines. The world of knowledge had become too complex to
comprehend and represent in one single arrangement.

In the midst of this complexity, Linnaeus’ great gift to science was
threefold. Beginning with his Systema Natura in 1735, he introduced a far
simpler principle of distinguishing between species based on anatomical
observation than had ever been proposed before. Beginning in 1737 with
his Critica Botanica he laid down the rules for his binomial naming system
for species which riled his critics immensely (because he substituted so
many older naming conventions with his own), but when widely adopted
created the first standardized way of describing species. This
immeasurably enhanced scientific coordination and collaboration.

Finally, his hierarchical, nested classification tree structure turned out to
be a perfect vehicle to express the genealogical relationships that gained
such prominence during the emerging evolutionary theories of the late
eighteenth and early nineteenth centuries.

Linnaeus’ new taxonomic method simplified the task of categorization,
imposed rigorous rules (and therefore consistency), and happened on a
form of representation that history turned into a lucky bet. From the point
of view of advancing scientific method, his focus on analysis, rules and
standardized approaches, gave an incalculable advantage.

We can see in Linnaeus’ taxonomy design two of the three elements of a
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KOS - lexical stabilization to enable coordination between scientists, and a
meaningful structure (a hierarchical rule-based tree structure) to establish
predictable and (as it turned out from subsequent science) salient
relationships between the entities being described.

Dmitri Mendeleev

Dmitri Mendeleev’s periodic table of elements was an attempt to figure
out patterns of behaviour across chemical elements. His endeavour was
essentially a sensemaking endeavour illustrating the third function of a
KOS - he was playing with the organization of the elements to see if he
could explain deviations, simplify, understand and explain the
relationships between them.

Mendeleev used a different taxonomy structure, not the classical hierarchy
associated with Linnaeus. He used the matrix structure, where the entities
are arranged according to their properties along two dimensions —he
arranged the elements in columns by similarity of properties and
horizontally by regular patterns of behaviour or periodicity. Like Linnaeus,
he happened upon a salient and useful way of organizing before the
underlying science behind his arrangement had been uncovered — electron
structures had not yet been identified.

Arranging the elements in this way did two interesting things for science.
First, it helped to make sense of the “periodicity” of elements — where
elements exhibit similar properties at regular intervals of atomic mass
increase. Secondly, representing the elements in a matrix display enabled
scientists to identify gaps in the table where elements that were
previously unknown should exist.

Hence the KOS helped explain behaviours and gave predictive power by
identifying new elements that scientists could hunt for — and were
subsequently discovered or manufactured in the laboratory — simply
because their “place” in the taxonomy was visibly unfilled. Discovering
and displaying the periodicity of behaviour through organizing by mass
and electron structure allowed scientists to predict the existence of new
elements — essentially to create new knowledge.

This by the way turns out to be a strong feature of matrix representations
for taxonomies. They are extremely useful for sensemaking as well as for
new knowledge creation or discovery.

Linnaeus and Mendeleev created knowledge organisation systems and
standardised scientific languages to enable greater coordination, inter-
connection and sensemaking across their respective scientific
communities.

The elements of a KOS

A KOS can have three different orders of complexity. As science becomes
more complex and inter-related, the complexity of the needed KOS
increases:

(a) At the most basic level are controlled vocabularies, with principles
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for recognition, inclusion and exclusion, which provide a common
reference language for describing science and enabling coordination.

(b) Next in order of complexity are taxonomies which put structure
around the controlled vocabularies (along with principles for how those
structures are maintained), and which enable sensemaking, identification
of gaps, and inter-relationships among areas of science.

(c) As scientific knowledge becomes even more complex, taxonomies can
no longer represent all of the salient kinds of relationships within a single
comprehensible structure. We need ways of visualizing different patterns
of relationships across multiple domains. Ontologies are systems of
taxonomies, where relationships are also defined across different
taxonomies, taxonomy elements and vocabularies. They enable large
scale pattern-sensing and sophisticated interpretation filters on a complex
scientific activity landscape.

(d) Finally, a knowledge organisation system requires mechanisms for
detecting and recognising new language, new usages and new
relationships between areas of science. This is essential to keeping the
KOS vocabularies, taxonomies and ontologies current and reflective of
current and emerging reality. The maturing field of topic maps based on
semantic analysis is an important example of such a mechanism.

Principle 1: the complexity of a KOS needs to match the
complexity of the domain it attempts to describe, and the
complexity of the coordination, connection and sensemaking work
it needs to support.

Human factors in using KOS

Modern science is now too fluid and complex to be supported by simpler
KQOS’s such as controlled vocabularies and taxonomies. This is why
keyword or topic-based approaches, or single taxonomy approaches to
the description and measurement of science have inherent limitations by
themselves. Any controlled vocabularies in use, and any taxonomy
systems in use, really need the richer environment of ontologies behind
them, to perform the sensemaking, memory and coordination functions
that a KOS should properly provide for the complex and shifting landscape
of science.

One of the drawbacks with ontologies however is that machines find it
much easier to navigate and process the information from ontologies than
humans do. Humans have significant cognitive constraints in terms of
attention, memory span and tracking relationships, which means that they
are much more suited to navigating and processing individual taxonomies
than multi-dimensional ontologies.

This has implications for the human users of a KOS who tend to favor
simpler lexical work (eg keywords or topic words) or simplistic taxonomy
structures over investment in the information enrichment required to
support ontologies. Actors such as publishers, authors, audiences,
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scientists, science administrators, funders, analysts, policy makers, all
require human-scale representations of scientific knowledge - and this
means at the vocabulary level, or at the taxonomy level.

If ontologies are to support the human actors in the science landscape,
ontologies require context-sensitive human interfaces to create intelligible
representations that are meaningful to their respective audiences, but still
provide those functions of standardization of language, meaningful
connections of content (including from past to future), and sensemaking
capability. Vocabularies need to be connected to taxonomies, and
taxonomies need to be connected to ontologies.

Principle 2: when the complexity of the KOS exceeds human
cognitive capabilities, designed interfaces using taxonomies are
necessary to serve the working needs of users in their own normal
working contexts.

Humans also resist lexical control, especially if the controlled language is
not natural to their own context.

The typical managerial response to the human aversion to working with —
and contributing to - a complex KOS in a disciplined and consistent way,
is to use semantic technologies to analyse natural or semi-controlled
language texts and to make inferences about topics and relationships
between topics to feed the ontology-supported approach. These
technologies have great potential for sidestepping human aversion to
control and consistency, and they are also very powerful for identifying
emerging trends in science — too much control suppresses new or variant
language about science, and so suppresses signals of new science.
Semantic technologies can also infer relationships between concepts,
based on association patterns.

However, to perform the larger functions of coordination of language,
meaningful connections and sensemaking in support of science, human
intervention is required to judge and identify the most salient
relationships, and to establish connections between domains as well as
between past and future science language.

Principle 3: it is not sufficient to use semantic technology to
describe science activity. This does not get at all the functions of a
KOS. Linnaeus and Mendeleev had the impact they had, because
they engaged in a work of design, not simply description.

In practice in today’s world, the task is no longer within the grasp of
gifted and determined individuals such as Linnaeus and Mendeleev. We
require institutional interventions, in the form of development and
maintenance of standardised vocabularies, taxonomies and ontologies,
and the environments where they can be deployed.

Any KOS intended to meet the needs of understanding and progressing
science will require some elements of designed structure and the
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disciplined application of human design. Otherwise we end up with
naturalistic representations of current trends which are unmoored from
broader perspectives on science, and which fail to connect trends and
developments with scientific memory, or “faster” knowledge
developments with the “slower” and more stable core of science
description and measurement.

Science as a social system

Semantic technologies have another drawback, which is that they work
best on reasonably well-structured textual content (eg scientific papers,
proposals to a set format, funding and administrative records, project
reports, patents) within a well-defined “language community” — eg
scientists working within a given discipline, who already share, to a large
extent, a common language. More advanced sensemaking capabilities of a
KOS, eg seeing what is missing, cannot easily be served by this.

Hans Pfeiffenberger, Peter Elias and Cameron Neylon have all pointed in
their white papers to scientific work which is “off the books” of the formal
documentation of science — whether it be science contributions by non-
researchers, participation in large-scale science infrastructure, or behind
the scenes participation in science work.

Diana Crane pointed out almost forty years ago (Invisible College:
diffusion of knowledge in scientific communities) that a significant portion
of scientific work and validation is in fact “invisible” — and the visible
manifestations of science conceal an intricate social network of
relationships, trust and perceived authority, underlying how science gets
funded, how scientists decide to collaborate, and how new knowledge gets
validated. At face value, the application of semantic technologies holds
little visible promise for describing and understanding this kind of invisible
or “off the books” scientific activity.

Publication and citation activity is most relevant to early career scientists.
Mid to mature career scientists develop other skills which are not so easily
tracked: their ability to win funding through their ability to conceptualise
requirements for funding sponsors both private and public; their track
record in generating tangible outputs such as new conceptual tools or
solutions; their ability to attract good students and collaborators; their
participation in agenda-setting panels and meetings, many of them not
transparent to the visible domain of publications or institutional records.

Publication activity in mid career scientists can in fact conceal lack of
progress in science - as one senior scientist put it to me “It’s perfectly
possible to spend your career and earn a living generating a publications
trail simply by rearranging the furniture using one base algorithm or
insight and not making any real progress at all.”

In whole areas of science patents are considered inappropriate ways of
protecting new knowledge for exploitation, either because they represent
new tools or solutions without specific defined purpose, or because their
exploitation from a funders’ point of view (both government and private)
requires them to be treated as trade secrets and protected know-how.
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Principle 4: a KOS that effectively supports the conduct of science
must be able to observe informal social activity and relationships
beyond the boundaries of traditional formal outputs and records of
science activity.

Making invisible work visible

There are promising approaches from other domains which recognize and
exploit the social dimension of knowledge creation. The US military also
has to meet challenges in connecting “faster” and “slower” streams of
knowledge, particularly in capturing lessons learned from combat mission
experiences, and connecting these lessons with the much slower moving
bodies of Army doctrine.

In combat zones such as Afghanistan and Iraq, the tactics of insurgents
adapt constantly, and the language used to describe new dangers and
risks is also constantly changing. Formal knowledge description and
codification systems such as the Army Lessons Learned knowledgebase
and doctrine manuals cannot recognise and incorporate this fast-moving
knowledge quickly enough for personnel requirements in the field of
operations. Hence to the formal knowledge systems of the Army, there is
also a domain of “invisible” work which somehow needs to be connected
to Army knowledge in a managed way.

Company Command is the name of an initiative started informally in the
early 2000s by a group of US Army company commanders to enable and
scale informal sharing between company commanders in combat zones
via bulletin boards and a Web 2.0 style collaboration site. The two
founders of the site, Nate Allen and Tony Burgess, said that they wanted
to recreate in an online platform the end of day front porch conversations
they themselves used to have about their professional practice.

The Company Command site turned out to serve an immediate need in
Afghanistan and Iraq, because it was much better at picking up and
disseminating fast-moving knowledge about insurgency tactics (such as
new methods of laying IEDs) than the formal knowledge and learning
systems of the Army. Quality was recognized as provisional, and
validation systems were very simple; however, this was a peer-to-peer
network, where people knew each other socially or by reputation, so
validation was “good enough” for immediate use, while the formal
systems weighed and discriminated lessons more systematically.

This informal, peer-to-peer professional sharing initially started on a
password protected internet site, but its value (and the security risks it
posed) was quickly recognized and it was incorporated into the military
network. Now the US Army is taking lessons from this experience and
increasingly experimenting with Web 2.0 collaboration tools to provide
more channels for the informal and previously invisible knowledge sharing
and knowledge creation activity among its officers and men.

Connecting fast knowledge to slow knowledge
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The challenge still remains of how to connect this informal, socially driven
content, now rendered visible, to the more formal knowledge systems of
the Army. To think of this in KOS terms, we use the metaphor of a street,
a department store, and a warehouse.

The street is the place where people maintain social and situational
awareness of what is going on around them. This is the place where you
can see the latest fashions and fads, catch the latest news headlines, and
calibrate yourself with your social peers. In knowledge terms, this is the
place of current awareness, who is doing what, social interactions, and
faster moving knowledge, much of it ephemeral, but some of it providing
signals of emerging trends. The vocabularies used here are uncontrolled,
but can be sampled and analysed for significant new patterns.

The department store has windows onto the street for passersby to view
its wares. But inside, it is organized deliberately to enable shoppers to
find collections of related content. It is organized into departments suited
to specific kinds of audience. In KOS terms, this is the area of formal
knowledge arrangements using taxonomies designed for specific groups
and their needs.

The warehouse contains all the stocks of knowledge on display in the
department stores, organized and tagged for multiple reuse in many
different stores, and in multiple possible arrangements. In KOS terms,
this is the area of ontologies, capable of generating different
arrangements and visualizations of content.

Connecting the street, department store and warehouse means having the
ability to analyse and learn from emerging patterns on the street (social,
collaborative spaces reflecting informal conversations about work
practices with uncontrolled user-driven vocabularies), and then to
incorporate new terms and relationships between terms into the ontology-
driven warehouse, and thence into new arrangements of content for the
department store windows and internal store arrangements.

In creating environments for informal knowledge sharing that leverage
existing peer relationships and natural patterns of social interaction and
reputation building, the US Army has brought conversations into a place
where language can be mined for insights, and fed into the KOS ontology
and taxonomies. We can make a case that the same mechanism needs to
be employed within the domain of science.

Principle 5: a KOS that effectively supports the conduct of science
must be able to observe and connect formal and informal activity
streams, using designed taxonomy structures as ‘human-oriented
middleware’ between emerging new language and existing
ontologies.

154 Lambe




Changing the Conduct of Science in the Information Age June 28, 2011

Lauer, Gerhard, “Changing the Conduct of Science in the
Information Age: Focusing on Sharing Knowledge and Data”

Briefing Document, NSF Workshop on April 26, 2010
“Changing the Conduct of Science in the Information Age”
Focusing on ,,Sharing knowledge and data“

Gerhard Lauer,
Department of Germanic Languages and Literature, Gottingen University, German
Research Foundation, gerhard.lauer@phil.uni-goettingen.de, www.dfg.de/en

Since digital technology makes it much easier to share knowledge and data it is quite
obvious that knowledge and data sharing is still only in some fields of sciences part of
daily work.[1] Nearly all colleagues are convinced sharing knowledge and data is
somehow fine and necessary in an open society where knowledge must be
reproducible and reusable.[2] But repositories and archives are often empty, pre- or
post-publications, open peer review and off the record data are seldom open
available.

Together with other European funding agencies the German Research Foundation
encourage their members to do more to change the conduct of science towards a
more open world of sciences. “The Alliance’s Digital Information Initiative” from June
2008 is a big step forward to equip scientists and academics with the information and
infrastructures best suited to facilitate their scientific work. It is a paper of the German
Research foundation, the Fraunhofer Society, the Hermann von Helmholtz
Association of German Research Centers, the German Rectors' Conference, the
Leibniz Association, the Max Planck Society and the German Council of Science and
Humanities focusing on six priority areas: German national licensing, open access, a
national hosting strategy, primary research data, virtual research environments and
legal frameworks for the provision of scientific information. But it is not only a paper it
is also a founding initiative: The acquisition of new national licenses the German
Research Foundation provides free access to databases, journal archives and e-
book collections. Within the funding area “electronic publications” for networked
repositories the alliance enforced the building of digital open access publications,
enabling also journals to go fully digital with an open access moving wall not longer
the half of a year. The building of thematic information networks and virtual research
environments, the improvement of scientific information management tools and the
call for the publication of primary research data and its storage in a publicly
accessible form are also part of the agenda. And long term preservation is one of the
ongoing topics for the funding agencies as well as for the libraries.

But still all the actions taken change the conduct of science only partly and provoke
on the other hand diffuse opposition. The funding agencies as well as the universities
in Germany and Europe are looking for good or best practice to make a better
accepted use of the digital chances in the Information Age.

[11 Nature Specia Is “Data Sharing", hitp:/fwww natire com/inews/specials/datasharinafindex.html

[2] An example for good practice is of course www.arXive.org.

[3] “Digital Information” Priority Initiative,
RIAAA Le/enTesed | 2

al_information
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National Science Board, “Long-Lived Digital Data Collections:
Enabling Research and Education in the 21st Century”

ExEcUTIVE SUMMARY

It is exceedingly rare that fundamentally new approaches to research and
education arise. Information technology has ushered in such a fundamental
change. Digital data collections are at the heart of this change. They enable
analysis at unprecedented levels of accuracy and sophistication and provide novel
insights through innovative information integration. Through their very size and
complexity, such digital collections provide new phenomena for study. At the
same time, such collections are a powerful force for inclusion, removing barriers
to participation at all ages and levels of education.

The long-lived digital data collections that are the subjects of this report are those

that meet the following definitions.

+ The term ‘data’ is used in this report to refer to any information that can be
stored in digital form, including text, numbers, images, video or movies, audio,
software, algorithms, equations, animations, models, simulations, etc. Such
data may be generated by various means including observation, computation,
or experiment.

+ The term ‘collection’ is used here to refer not only to stored data but also to the
infrastructure, organizations, and individuals necessary to preserve access to
the data.

+ The digital collections that are the focus for this report are limited to those
that can be accessed electronically, via the Internet for example.

* This report adopts the definition of ‘long-lived’ that is provided in the Open
Archival Information System (OAIS) standards, namely a period of time long
enough for there to be concern about the impacts of changing technology.

The digital data collections that fall within these definitions span a wide
spectrum of activities from focused collections for an individual research project
at one end to reference collections with global user populations and impact at
the other. Along the continuum in between are intermediate level resource
collections such as those derived from a specific facility or center.

The National Science Board (NSB, the Board) recognizes the growing importance
of these digital data collections for research and education, their potential

for broadening participation in research at all levels, the ever increasing

National Science Foundation (NSF, the Foundation) investment in creating and
maintaining the collections, and the rapid multiplication of collections with a
potential for decades of curation. In response the Board formed the Long-lived
Data Collections Task Force. The Board and the task force undertook an analysis
of the policy issues relevant to long-lived digital data collections. This report
provides the findings and recommendations arising from that analysis.
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The primary purpose of this report is to frame the issues and to begin a broad
discourse. Specifically, the NSB and NSF working together — with each fulfilling
its respective responsibilities — need to take stock of the current NSF policies
that lead to Foundation funding of a large number of data collections with an
indeterminate lifetime and to ask what deliberate strategies will best serve the
multiple research and education communities. The analysis of policy issues in
Chapter Four and the specific recommendations in Chapter Five of this report
provide a framework within which that shared goal can be pursued over the
coming months. The broader discourse would be better served by interaction,
cooperation, and coordination among the relevant agencies and communities

at the national and international levels. Chapters Two and Three of this report,
describing the fundamental elements of data collections and curation, provide a
useful reference upon which interagency and international discussions can be
undertaken. The Board recommends that the Office of Science and Technology
Policy (OSTP) take the lead in initiating and coordinating these interagency and
international discussions.

WORKSHOP FINDINGS

The Board task force held two workshops to hear the opinions of relevant
communities. These workshops have shaped the Board’s analysis of issues. The
first workshop focused on the experience of the NSF and other Federal agencies
with digital data collections. The second workshop provided a forum to gather
the views of the NSF grantee community. The outcomes of these workshops can
be summarized as follows:

« Long-lived digital data collections are powerful catalysts for progress and for
democratization of science and education. Proper stewardship of research
requires effective policy to maximize their potential.

+ The need for digital collections is increasing rapidly, driven by the exponential
increase in the volume of digital information. The number of different
collections supported by the NSF is also increasing rapidly. There is a need to
rationalize action and investment - in the communities and in the NSFE.

+ The National Science Board and the National Science Foundation are uniquely
positioned to take leadership roles in developing a comprehensive strategy
for long-lived digital data collections and translating this strategy into a
consistent policy framework to govern such collections.

+ Policies and strategies that are developed to facilitate the management,
preservation, and sharing of digital data will have to fully embrace the
essential heterogeneity in technical, scientific, and other features found across
the spectrum of digital data collections.
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RECOMMENDATIONS

The following recommendations call for clarifving and harmonizing NSF strategy,
policies, processes, and budget for long-lived digital data collections. Because
the issues are urgent and because undertaking broader discussions depends
upon an understanding of the Foundation’s objectives and capabilities, we look
for a timely response to these recommendations from NSF. The Board anticipates
that a broader dialog among other agencies in the U.S. and with international
partners will be required. The Board recommends that the broader dialogue be
undertaken with the highest priority in a coordinated interagency effort led by
OSTP.

These recommendations are divided into two groups. They call for the NSF to:

« Develop a clear technical and financial strategy;

* Create policy for key issues consistent with the technical and financial
strategy.

Develop a Clear Technical and Financial Strategy

Recommendation 1: The NSF should clarify its current investments in resource
and reference digital data collections — the truly long-lived collections — and
describe the processes that are, or could be, used to relate investments in
collections across the Foundation to the corresponding investments in research
and education that utilize the collections. In matters of strategy, policy, and
implementation, the Foundation should distinguish between a truly long-term
commitment that it may make to support a digital data collection and the need to
undertake frequent peer review of the management of a collection.

Recommendation 2: The NSF should develop an agency-wide umbrella strategy
for supporting and advancing long-lived digital data collections. The strategy
must meet two goals: it must provide an effective framework for planning

and managing NSF investments in this area, and it must fully support the
appropriate diversity of needs and practices among the various data collections
and the communities that they serve. Working with the affected communities
NSF should determine what policies are needed, including which should be
defined by the Foundation and which should be defined through community
processes. The Foundation should actively engage with the community to
ensure that community policies and priorities are established and then updated
in a timely way.
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Create Policy for Key Issues Consistent with the Technical and Financial
Strategy

Recommendation 3: Many organizations that manage digital col-
lections necessarily take on the responsibility for community-proxy
functions; that is, they make choices on behalf of the current and
future user community on issues such as collection access; collection
structure; technical standards and processes for data curation; ontology
development; annotation; and peer review. The NSF should evaluate how
responsibility for community-proxy functions is acquired and imple-
mented by data managers and how these activities are supported.

Recommendation 4: The NSF should require that research propos-
als for activities that will generate digital data, especially long-lived
data, should state such intentions in the proposal so that peer
reviewers can evaluate a proposed data management plan.

Recommendation 5: The NSF should ensure that education and train-
ing in the use of digital collections are available and effectively delivered
to broaden participation in digitally enabled research. The Foundation
should evaluate in an integrated way the impact of the full portfolio

of programs of outreach to students and citizens of all ages that are
—or could be - implemented through digital data collections.

Recommendation 6: The NSF, working in partnership with collection
managers and the community at large, should act to develop and mature
the career path for data scientists and to ensure that the research en-
terprise includes a sufficient number of high-quality data scientists.

CONCLUSIONS

The weakness of NSI strategies and policies governing long-lived data col-
lections is that they have been developed incrementally and have not been
considered collectively. Given the proliferation of these collections, the com-
plexity of managing them, and their cost, action is imperative. The National
Science Board is concerned about the current situation. Prompt and effective
action will ensure that researchers and educators derive even higher value
from these collections. The communities that create and use the collections
will have to be fully engaged in this process. Consensus within the com-
munities will have to inform Foundation policy, investment, and action. The
need to address these issues is urgent. The opportunities are substantial.
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Office of Science and Technology Policy, “Harnessing the Power of
Digital Data for Science and Society”
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EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF SCIENCE AND TECHNOLOGY POLICY

WASHINGTON, D.C. 20502

Jammary 14, 2009

Dear Colleague,

Digital technologies are reshaping the practice of science, Digital imaging, sensors, analytical instrumentation

and othertechnologies are becoming increasingly central to experimental and observational reseand in all areas

of science. Increases in computational capacity and capabilitydrive more powerful modeling, simulation, and
analysis to link theory and experimentation and estend the reach of science, [mprovements in network capacityand
capabil ity continually increase access to information, instrumentation, and colleagues around the globe. Digital
data arc the common thread linking thesc powedul trends in scicniee.

OurNation’s continuing leadeship in science relies increasingly on effective and reliable access to digital scientific
data. Researchers and students who can find and reuse digital data are able to apply them in innovative ways

and novel combinations for discovery and understanding, The return on the Nation’s investment in generating
or acquiring scientific data is multiplied when data are reliably preserved for continuing, creative use. Remote,
networked access can lower barriers to participation, allowing citizens in settings throughout the country to benefit
from and participate in curNation's science endeavors,

Responding to the opportunities and needs created bythese trends, the Mational Science and Technology Council’s
Committee on Science formed the Intersgency Working Group on Digital Data. The G roup was charged

with creating a strategic plan for the Federal government to foster the development of a framewoik for reliable
preservation and effective access to digital scientificdata. Thi report, Harmessing the Power of Digital Data for
Science and Society, provides a set of first principles that guide a vision, strategy, tactical goals, and implementation
plans forthe Federal government, acting as both leader and partner, to work with all sectors of oursociety to enable
reliable and effective digital data preservation and access.

I commend this plan as an important step in addressing the digital data preservation and access needs of our
Mation’s science and engineering research and education enterprise.

Sincerely,
John H. Marburger, II1 x
Director
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Executive Summary

This report provides a strategy to ensure that digital scientific data can be reliably preserved for maximum use in
catalyzing progress in science and society.
Empowered by an array of new digital technologies, science in the 21st century will be conducted in a fully digital
world, In this world, the power of digital information to catalyze progress iz limited only by the power of the human
mind. Data are not consumed by the ideas and innovations they spark but are an endless fuel for creativity. A
few bits, well found, can drive a giant leap of creativity. The power of a data set is amplified by ingenuity through
applications unimagined by the authors and distant from the original field.
Key characteristics of the current digital data landscape are:
® the praducts of science and the starting point for new research are increasingly digital
andincreasingly "born-digital”;
*  explading vohimes and nismg demand for data use are driven by the rapid pace of digital
technology innovations;
o all sectors of society are stakeholders in digital preservation and access; and
*  qcomprehensive framework for cooperation and coordination to manage the risks to
preszrvation of digital data is missing.

The following guiding principles were deduced from an analysis of the current digital scientific data landscape.
These are based on the expertize of the members of the Interagency Working Group on Digital Data (IWGDD),
supplemented by input from outside experts and documentation from major studies of the challenges and
opportunities presented by a fully digital world. These guiding principles are:

*  science is global and thrives in the digital dimensions;
e digital scientific data are national and global assets;

o notall digital scientific data need to be preserved and not all preserved data need to be
preszrved indefiitely;

*  communities of practice are an essential feature of the digital landscape;

*  preszruation of digital scientific data is both a government and private sector
responsibility and benefits saciety as a whole;

®  long-term preservation, access, and interoperability require management of the full data
life cycle: and

*  dynamic strategies are required.

The strategic framework, recommendations, and goals presented in this report are founded on these guiding

principles.

VISION AND STRATEGY

We envision a digital scientific data universe in which data creation, collection, documentation, analysis,
preservation, and dissemination can be appropriately, reliably, and readily managed. This will enhance the return on
our nation’s research and development investment by ensuring that digital data realize their full potental as catalysts

tor progress in our global information society.
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We set out the following strategy to achieve this vision:

Create a c;(nﬂpreﬁmswc f.-'dmework of transparent, evoluable, extensible prJffur'L's and meanagement and
orgamizational structures that provide reliable, effective access to the full spectrum of public digital scientific data.
Such a framework will serve as a driving force for American leadership in saience and in a competitive, global
information society,

RECOMMENDATIONS AND SUPPORTING GOALS

-l-() pur$ut‘ L}“‘-‘\i 5[1":11(.‘%?, we rCCC‘T"TnCrl\l lllﬂ‘;
* a Natioral Science and Technology Council (NSTC) Subcommuttee for digital
scientific data preservation, access, and interoperability be created;
& appropriate rL:!xir!uwnt.s and agencies iu:v the ﬁnmd:uir.ms for agency d'igiuf scientific
data policy and make the policy publicly available; and
*  agencies promote a data management planning process for projects that generate
preservaion data.

Implemented together, these recommendations can reshape the digital scientific data landscape. Through the
strength of the NSTC environment, we can pursue goals requiring broad cooperation and coordination while
enabling agencies to pursue their missions and empower their respective communities of practice. The goals targeted

by these recommendations are:
* (o be both leader and partner;
* 1o maxmize digital data access and unlity;
. o r'mpiemem rational, cost-efficient f}ldnning and management processes;
* (o empower the current generation while preparing the next;
* 1o support global capability; and
* 0 enable communities of practice.
KL‘}' clt.‘rncnlt‘- o ensure 'Llniil Ll'lt‘s‘..‘ rt‘co[ulllt_‘ru_{al_[mm \VUTk l(JgL‘Ll'I(.‘T t-()'f II'JE..\'.iTI'ILl"l Elllpacl il'l(.'l'l.ld(_‘ d'l(.‘ E‘f..’no\\'il'l}.‘;

e Subcommittee responsibilities should inchude topics requiring broad coordination,
suich as extended national and international coordination; education and workforce
:f.':(-‘.:inpmenl.' in!«_‘m[urubifﬂ}: data systems im{)fumen!d!iml and ffepiu)‘umnl: and data

assurance, quality, discovery, and dissemination.

*  Inlaying appropriate policy foundations, agencies should consider all components
of a comprehensive agency data policy, such as preservation and access gadelines;
assignment of responsibilities; information about specialized data policies; provisions for
cooperation, coordination and partnerships; and means for updates and revisions.

*  The compoments of data management plans should identify the types of data and their
._pre.'_'!._'cf mmpact; specify relevant standards; and outline prouisions for protection,
access, and contiming preservation.
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Introduction

A REVOLUTION IN SCIENCE

“What is at stake f5 nothing less than the ways m whick aseronomy will b2 dome i the eva of information
abndance ™

Thefabric of science is dianging, driven by a revolution in digital tech nologies. These indude (1) digital imaping
devices for astronomny, (2) microarmay and highthroughput DNA sequencers in genomics, (3) wireless sensor arrass
and satellites in gecsciences, and (4) powerful computational modeling in meteorology. These tedh nologies generate
rnassive data sets that fuel progress, Tedhnolopies for high-speed, high-capacity netwotked connectivity have changed
the nature of collaboration and have also empanded opportunities to participate in science through instant access
to rich information resources around the wodd, While these digiral technologies are the engine of this revolution,

digital data?® are the fuel.

All elements of the pillas of science - observation,
experiment, theory, and modeling - are transformed by the
continuous cycle of peneration, access, and use of an ever
increasing range and volume of digital data, Experiments and
observations can be betterdesigned f a rich set of supporting
irformation i easily accessible. A framewotk of data can
provide a strong foundation on which expansive theory can
be developed and refined. Data initiate, drive, and produce

dynarmic modeling and sisnulation approaches.

Integrative approach es combine the concepts and tools of
many disciplines to take on some of the most important
and difficult questions in science. These approaches require
the ability to find and use data from rmany fields and
applications, Propress on questions such as (1) th e basis for
human consciousness and cognition, (2) the nature of dark
matter in the universe, and (3] the identification of Energy
sources that can replace fossil fuels require insights from
various disciplines into data of many different types and
SOUICEs, Global Scale sclence th.at Can meest toda?’s global
diallenges requires the ability to share and use a distributed
array of sources for a wide diversity of information, For
exarnple, the wotkings of the Eanth’s atmosph ere, climate,
and interior, and the interplaybetween economics, culture,
politics, and behavior in a global human society, present
challenges that recquire data gathered worddwide, The scale
of resources needed for Z1st century science often requires
plobal investrments, such as the array of instruments needed
to explore our universe or a high-enerpy collider capable

U'F nevealing the fianire U'F tnatte These resouices gener‘ate

povetful data sets that drive scientific progress around the wodd.

M US National Virtual Observatary /’
~

The New Astronomy

All gstronomers observe the same sky, but with
differant techniques, from the ground and from space,
aach showing different facets of the unierse. The
resultis a plurality of disc iplines {eg., radio, cptical
ar F-ray gstroncmy and computational theory),

all producing large volumes of digital data. The
apportunities for new discoveries are gregtestin the
comparisan and combination of data from different
partsof the spectrum, from different telescopes

and arohives.

Astronomers worldwide have recomnized this
apportunity and have begun a network of
collaborations to establish the infrastructure for
digital date interoperability. The National Yiruel
Observatory (WW0Q) is g partership of US institutions
including universities, observatories, WASA- and N5F-
funded centers, and federal agencies including the
Smithsanian nstiti tion. The MYO alfso coltaborates
with the private sector (.0, Google and Microsoft),
to develop intergctive Wsugl portals o the sy

The MV is g founding member of the worldwide
tnternational Virtue! Obsenatory Alliance (IV0A).

Sooree: MO hetpfanass cs-vo.org’? VO be thoffanas doane’

| Tawards the Mational Yirtual O bsermatory: A Report Prepared by the Natioral Yiroel Obszrawory Science Definition Team. See b dffswwastmo.

caltech.eduf ~geomefsdtfsdt-final . pdf.

2 For purposes of this document, digital data are defined 25 any information that can be stored digitally and ancessed electronically, with 2 focus specifically
ondata wed by the federal govermment 1o address rational needs orderived from ressarch and development funded by the federal government
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The LHC:
One of the
world’s most
complex data
systems

The $3.6 billion Large Hadon Collider (LHC) will
sample and record the results of up to 600 milfion
praton collisions per second, producing roughly 15
petabytes (15 million gigakytes) of date annually

in search of new fundamental particles. To allow
thousands of scientists from around the globe to
collaborate on the analysis of these data over the
next |5 years (the estimated lifetime of the LHC),
tens of thousands of computers Jocated around the
world are being harnessed in a distributed computing
network called the Grid, Within the Grid, described
as the most powerful supercomputer system in the
world, the avalanche of data will be analyzed, shared,
re-purposed and combined in innovative new ways
designed to reveal the secrets of the fundamental
properties of matter.

THE DIGITAL DIMENSION

The digital dimension consists of network connectivity that can
lower conventional barriers to participation and interaction
of ime and place; computational capacity and capability

o t:qumd the possiblc and extend the cuncoivablc; and
information discovery, integration, and analysis capabilities to
drive innovation. The emergence and continuing evolution
of this powerful new dimension is reshaping science, just as it
is recasting business, government, education, and many other
aspects of human activity worldwide. To lead in the emerging
global digital information society, the nation must fully
embrace the digital dimension - expanding access, extending
capahilities, and building on the potential of this exciting new

environment.

The power of digital information to catalyze progress is limited
only by the power of the human mind. Data are not consumed
by the ideas and innovations they spark, but are an endless fuel
for creativity. A small bit of information, well found, can drive a
gl?lnl Iﬁﬂp nl‘ l-.‘l'eﬂri"']lt}'. Tl‘le pm\-‘et’ t‘j{a datﬂ set can bE ampliﬁed
by ingenuity through applications unimagined by the authors
and distant from the original field. Re-use and re-purposing

of digital scientific data have dramatic benefits. First, they
provide the basis for doing science at new levels, The reach of

a scientist is extended b‘f access to greater Inputs than could be

gathered by an individual working alone. The goal can be larger and more complex if the products of many different

technologies and approaches can be brought to bear. The perspective is exponentially broadened by multiple points

of view.

Second, preservation to enable re-use and re-purposing ensures maximum return on our
nation’s investment in science. Effective re-purposing requires interoperability® = the ability
o l'()lrll“rle (“Vl?rse d':'l'lﬂ‘ l{)()l.c, 2yslems, :l'n(' 'Jf('.}'l]\v'el‘ }“llc}(“.hl‘c’ Hlld f‘il]li);y. Bv [K(’Vi{l[llg

for interoperability, genome sequence and protein structure information can be used in
innovative combinations to design new drugs to cure and prevent disease and to improve

the quality of life. As another example, weather and climate data can be integrated 1o

“The widespread availability of digital content creates opportnities for new forms of research and scholarship that
are qualitatively different from traditional ways of using academic publications and research data. We call this

‘eyberscholarship.'™?

predict the outbreak of an epidemic,

The ability to use data over unlimited time periods and for unlimited purposes creates

greater value for science and society.

Third, remote networked access to robust digital information resources changes the

Data are not
consumed by
the ideas and
innovations
they spark
but are an
endless fuel
for creativity

participation equation. A student ata tribal college with internet access to a comprehensive
3 The Future of Scholarly Communication; Building the Infrastructure for Cyberinfrastructure, Report of the April 17, 2007 workshop sponsored by the

4

PAGE 4

National Science Foundation (M5F) and the Joint Information Systems Committee (JI5C) of the United Kingdom.

Interoperability is the ability of two or meore systems or components to exchange information and to use the information that has been exchanged
(IEEE Standard Computer Dictionary: A Compilation of |EEE Standard Computer Glossaries). The components of interoperability include data,
metadata, codes, interfaces, platforms, environments, and networks. Achieving interoperability requires coordination among people, disdplines, and

institutions.
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dbEEIP

GENOTYPE and PHENOTYPE

With the acquisition of the human genome
sequence and the advent of powerful new DINA
sequencing technologias and analytical methods,

it is increasingly possible o identify variations in
human DNA chat underfie particular dissases,
conditions, or therapeutic responses. The National
Center for Biotechnology Information (NCBI) has
developed the database of Genotype and Phenotype
{dbGaP) to preserve and distribute the results of
studies employing these powerful new capabilitias.
The database represents the combined power of
many different types of studies and analyses. As a
result, clinfcigns and scientists from many fields can
share their results and work together to investigate
the interaction of ganotype and phenotype,
revaaling new links berwssn DNA sequence anda
variaty of diseases, from breast cancer to dighetas,
blood pressure abnormakives, and age-related eye
defects.

Seurce: nchi.oln nd goviabeap

set of digital information rescurces can contribute according to

the quality ofideas.

Fourth, access to digital information supports discovery-based
learning, engaging students in the exciternent ofscience. For
example, a regional online project allows students recording birds
visiting theirschoolyards to discover shifts in migratory patterns
that are driven by changes in land use. Access also supports
innovative research into both new strategiss for education and the
basis for cognition and learning Researchets comparing learning
patterns scross regions or in different settings can uncover some

of the influences of culture and context on learning.

Finally, preserving the digital scientific products of our tme will
ensure that future generations can benefit from our efforts and

can better understand cur tme and place in history.

INTERAGENCY WOQRKING
GROUP ON DIGITAL DATA

In December 2006, the National
Science and Technology Council of the
Comrnittee on Science established the
Interagency Working Group on Digital
Data {WGDD; see Appendiz Afor

Rermote
networked

e —
Terms of Reference). Nearly 30 agencies, changes T
offices, and councils were named as participation
members or partcipants, reflecting equation

the broad range of interests in digital

scientific data. The purpose of the I'WGDD is to “dewelop and promote the implementation
ofa strategic plan for the federal government to cultivate an open interopemb].e frarnework to ensure reliable

preservation and effective access to digital data for research, developrment, and education in science, technology, and

engineering.” This report presents the findings and recommendations of the TWGDD.
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The Current Data Landscape

NOAA’s DART™
Tsunaml Monitoring Buoys

Aspart of the US. Mational Taunemi Hazard

Mregation Program (NTHME), the Mational Oceanic

and Atmospheric Administration (MOAA) has
developed and placed Desp-ocean Assessment and
Reportng of Tanamis (DART™ ) stations in regions
with a history of generating destructive taanamis to
enaure early detection of tsunamis and o Support
red-time warnings. Curendy DART™ stedons are
deployed and acthve in the frcific, Atlantic and
indign Oceans, the Caribbeon Sea, and the
Glfof Mexico.

The canami-related data archive has grown

from five gigabytes to over | 700 gigabytes, with
standards-compliant metadate avadeble online to
support the modeling, mapping, and assessment
activities required to minimize the effect of

tsunamis,

Sowrcer bt proad nooa gosDartidart._home hmt

An analwis of the current landseape for digital seientfie data
preservation and access was undertaken through a review of
relevant reports and other publications (see Appendi=D),
agency data policy and strategy documents, and examples of
extant digital preservation activities, Highlights of that analyis
are presented below

DIGITAL DATA NEEDS

The conduct of science and engineering i changing and
evolving. This is due, in large part, to the expansion of
networked cyberinfrastracture and to newtechniques and
technologies that enable cbservations of unprecedented
quality, detail and scope. Todays science employs revolutionary
sensorsystems and involves massive, access ible databases,
digital libraries, unique visualization environments, and
complex computational models.®

The use of digital technologies, induding computation for
increasingly complex models and simulations, vast sensor
arrays, powerful imaging equipment and detectors, and
networked access, interaction, and dissemination todls, has
transformed the scientific landscape, Data that are “born.
digital” — avallable only in digital form and preserved only
electronically — are increasingly becoming the primary cutput
of science and the starting point for new research. The rate at
which these digital data are produced is increasing each wear,
vielding massive and esponentially growing data flows in what
has been described as 2 “data deluge. ™

In 2006, the amount of digital mformation created, captured , emd replicated [worldwide] wes 1,288 x 10% His,
In computer parlmce, that’s 161 exabytes or 161 billion gigabytes. This is about 3 million times the information

m all the books ever written ”

[n principle, a digital data deluge can result in rapid progress in science through wider access and the ability to use
sophisticated computational and analytical metheds and technaologies, [n practice, the current landscape lacks a
compreh ensive framewodk for reliable digital preservation, acesss, and interoperability, so data are at risk.

RISK FACTORS

Factors contributing to deterioration orless of digital data incdude decay of the storage media; dependence

on outmaoded formats orswterns (hardware and/orsoftware); and errors introduced in reading, writing, or
transmission. Additionally, data may be “orphaned” — put at risk of being discarded because the “owner” s
nolonger identifiable or available. Strategies for mitigating these risks incdlude management planning fordata
stewardship, controlled redundancy, managed migration to new technologies, and error checking schemes, These
promising strategies are limited by two factors. Fist, many current practices do not scale to the massive volumes and
decadeslong timelines of many longterm preservation organizations,

5 Inwesting in America'’s Future: Mational Science Foundation Straegic Plan, FY2006-2011.

& Hey A | G and Trefethen, A E. The Data Deluge: Ane-Science Rerspactive. 2003. Berman, o, and Hey, Editors. Publehed in Grid Computing,
PMalcing tha Gibbal Infrastructure a Reality, pp. £09-824, Wilay and Sone. 2004.

7 The Bxpanding Digital Universe, IDC White Papersponsored by EMC Corporation. March 2007
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is the contention of the 100 Year Archive Task Force that migration as a discrete long-term preservation
“It is the content the 100 Year Archive Task Force that migrat hiscrete long-t ti
methodology is broken in the data center. Today's migration practices do not scale cost-effectively....”™

Second, many of these strategies rely on close coordination and cooperation among diverse preservation

organizations, but a comprehensive framework is needed to enable coordination and cooperation

LEGAL AND POLICY LANDSCAPE

The LS. legal and policy landscape promotes access to digital scientific data produced in the federal and federally

funded realms. The elements of this 1and5capc that are most relevant to this document are as follows:

®  The Paperwork Reduction Act (44 USC 353) has as one of its key purposes to
“ensure the greatest possible public benefit from and maximize the utility of information
created, collected, maintained, wsed, shared and disseminated by or for the federal
government.”

*  The Office of Management and Budget (OMB) Circular A-130 specifies that
“The open and efficient exchange of scientific and technical government information
... fosters excellence in scientific research and effective use of federal vesearch and
development funds.”
¢  The 1991 Supreme Court ruling in Feist Publications, Inc. v. Rural
Telephone Service Co. (499 U.S. 340) establishes that “facts do not owe their
origin to an act of authorship, they are not original, and thus are nat copyrightable.”
*  Copyright law (17 USC 105) provides that “Copyright protection under this title is
not avarlable for any work of the Unrted States Government.”
¢  The Freedom of Information Act {FOIA; 5 USC 552) [rrm,'ides for ijFc access
to the records of the federal government.
This legal and policy landscape produces a climate of equitable access while protecting appropriate intellectual
property rights. This provides a dynamic, healthy environment for basic and applied research, enabling the United
States to continue as a leader in discovery and innovation in the information age. It also drives a robust commercial
information sector. The FY2000 federal investment in public sector information was estimated at 514.9B.° The
commercial information sector that relies on this investment generated estimated annual sales of $641 B, employing
3.2 million people.

ENTITIES IN DIGITAL PRESERVATION AND ACCESS

Many different types of organizations, institutions, groups, and partnerships (referred to below as “entities”) are
active in the current digital preservation landscape. These include agencies, centers, departments, institutes,
libraries, museums, tesearch projects, etc. Over 50 entities across these categories were examined, and the result= are
outlined in Appendix C. Each entity examined was characterized by:

¢ Type (e.g., data center, library, archive, museum)

*  Roles (e.g., data production, analysis, publication, training)

o Sector (e.g., government, research, ecucation)

*  Expert participants (e.g., librarian, archivist, I'T specialist)
Some of the conclusions emerging from this analysis are described in the following sections.

a 100 Year Archive Requirements Survey, Storage Networking Industry Assodation. January 2007,
9 Commercial Exploitation of Europe’s Public Sector Information: Final Repert for the European Commission Directerate General for the Infermation
Society, Pira International. October 2000,
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DATA LIFE CYCLE

Most entities currently fulfill multiple roles in the data life cycle, and most roles are being fulfilled by several types
of entities. An example is that of data analysis and processing While this role has wraditionally been associared with
computational centers, this capability i being implemented in non-traditional settings such as libraries, archives,
and museums. This trend toward generalization and away from specialization in the provision of data life cycle
functions has important implications. For example, many traditional preservation institutions now operate or
require direct access to leadingedge computational facilities, equipment, and expertise, creating new organizational,
operational, and financizl challenges. Additional implications of this trend toward generalization are discussed in
the following sections.

PARTICIPATION BY ALL SECTORS
Nearly all types of preservation entities exist in all sectors - government, education, research institutions,
non-profit, commercial, and international. Many entities arise from collaborations across sectors at regional,
national, and international levels. An example of a cross-sector parmership is the agreement among the
National Archives and Records Administration (NARA), the National Science Foundation (NSP), and the
San Diego Supercomputer Center (SDSC) for innovation in preservation of some of the nation’s most
valuable digital research collections.'® The Global Biodiversity Information Facility (GBIF) is a partnership
of over 70 countries and international organizations providing global access to the world's primary data
on biodiversity."! This breadth of participation and collaboration provides a potential foundation for
sustainability analogous to that provided by diversity in ecosystems sustainability. A digital preservation
framework with a diversity of organization types and missions, resources, funding streams, and capabilites is

meore resilient to changes in shortterm trends and to individual failures.

NEW INFORMATION DISCIPLINES

Some new specializations in data tools, infrastructures, sciences, and management are emerging as a result
of increased communication and cross-fertilization across the information disciplines that support data
preservation. Examples include:
e Digital Curators: experts knowledgeable of and with respensibility for the content of
digital cellection(s);
*  Digital Archivists: experts competent to appraise, acquire, authenticate, preserve, and
provide access to records in digital form; and
s Data Saentists: information and computer scientists, database and software engineers
and programmers, disciplinary experts, expert annotators, and others who are crucial to
the successful management of a digital data collection

New educational programs and curricula to provide the necessary skill sets and knowledge are beginning to
emerge. Viable career paths for some of these areas remain to be developed.

INFORMATION COMMUNITIES"

The trend towards gt‘.ncrnlin:d dara life ryt'lc function does not extend 1o gt:m"rall'“.x‘d content. Most
preservation entities are closely allied with a particular scientific or topical domain: a community of

practice. To increase interoperability within a given science realm, “information communities” are emerging

10 wwwarchives gov/press/prass-releases/2006/nr0é- | 19.html.

Il wwwighilorg/GBIF_crg/participation,
12 Leng Long-Lived Digital Data Collections: Enabling Research and Education in the 2 |st Century, report of the National Science Board

September 2005,
13 For example, the National Center for Bicinformatics (NCBI) is an information community which draws together genomics scientists, information
technologi futi v biclogists, and chemists and other communities of practice around a common set of information resources.
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that span multiple communities of practice. These communities are working 1o set their own data standards,
establish their own infrastructures, etc. Preservation entities play an important role in this process,
providing relevant expertize and experience, as well ag a means for implementing and enforcing standards.
Significant opportunities exist to promote interoperability and to avoid data “silos” or “stovepipes” which
are inaccessible to those outzide the immediate community of interest. Instead, interactions among domain-
specific entities are encouraged, along with establishment of preservation organizations to span and

integrate multiple domains.

PERSONAL DIGITAL COLLECTIONS

With increasing digital access, an individual may have a “personal digital collection” that is specific to

and associated with that person. This personal collection may contain data generated by the owner and
those drawn lral\:s;mrcully from other sources as needed for the arm[)«sis at hand, This has two important
implications. First, thiz mode of data use depends on research and development to create powerful new
interoperability, data racking and provenance, atribution, and validation capabilities. Second, ties between
users and individual preservation entities may be loosened, threatening models for economic sustainability

that depend on these ties. Diversified sustainability models are needed to accommaodate this emerging use

pattern.

Digitizing
Corrosion
Information

The Department of Defense is engaged in an
ongoing battle with corrosion, which affects most
equipment, facilities, vehicles and weapons systems.
Making it easier to access results of decodes-old
corrosion research and technology development
could aid in oddressing the problem and go along
way toward reducing comosion-related expenses,
To this end, the Advanced Materials,
Manufacturing, and Testing Information Analysis
Center (AMMTIAC), in ¢ partnership with the
Defense Technical Information Center (DTIC), is
improving the availability of high-value corrosion
research documents from its massive collection

of reports with the use of digitization from print
and microfiche, The digitized information will be
prepared for long-term access and preservation.
This endeavor to provide access to full-text
resources will, in turn, fecilitate the use of sci-tech
information associated with corrosion.

NON-DIGITAL COLLECTIONS

“Musewms and libraries have leveraged the availability of the
!ITLL’.—HL'E fo ll}."list.'l'lf !I'II_’I.T Tesources tuld $-_'."|.IIIC|:‘S Lo et F?T(X.‘LLL— ﬂl“}}‘t.’l'll:l.’
and offered an additional mode of access to them, while traditional
in-person wisits continue to increase."™

Many valuable collections of physical artifacts (documents, books,
specimens, ete.) exist in libraries, archives, museums, and other
collections throughout the world. Legacy collections of microfiche,
audio tapes, film, and other media are housed in repositories,
warehouses, and storage facilities around the globe. Digital access

to information about these artifacts, or to digital representations of
the objects, can greatly enhance awareness and use, increasing the
impact of these collections. Strategies, methods, and technologies to
create metadata for cataloguing and search/discovery in the digital
preservation realm can also inform the non-c][gilal realm. Advantages
in digitizing an object include expanded access, enhanced ability to
search across collections, and mitigation against catastrophic loss or
slow deterioration of the original artifact. Disadvantages can include
increased fragility of the digital version and higher costs in some
instances for digital versus physical preservation. Decisions about
digitization of collections should be based on an evaluation of these
ﬂd\'ﬂlll‘dg‘:s HI]L{ c!isad\’an{ag(.‘&, ﬂsst‘sEL" dlrougi‘l ll'l(.‘ CUI[ibinck‘l t‘f'-[.)rt‘j

of digital preservationists and content curators.

I4  InterConnections: The IMLS MNational S$tudy on the Use of Libraries, Museums and the Internet. February 2008.
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Guiding Principles

The following guiding principles were deduced from an evaluation of the current digital scientific data landscape.
They are based on the expertise and experience of the IWG members supplemented by input from outside experts
and documentation from major studies of the challenges and opportunities presented by a tully digital world. The

strategic framework, recemmendations, and goals presented in this report emerge from these guiding principles.

|. SCIENCE IS GLOBAL AND THRIVES IN THE DIGITAL DIMENSION

The emergence of a powerful new digital dimension brings capabilities for connectivity across oceans

and continents, remote access to Llnprﬂ‘.edvnled 1'.mnpul:ll'iun;1| power, and the pntenti;ﬂ to find and use
information distributed worldwide. The result is a global landscape in which (1) science can thrive as barriers to
collaboration of time and distance are lowered, and (2) limits to the scale, scope, and nature of questions that
can be addressed are pushed back by an increasingly capable cyber infrastructure.

2. DIGITAL SCIENTIFIC DATA ARE NATIONAL AND GLOBAL ASSETS

The ability to achieve innovation in a competitive global information society hinges on the capability to swiftly
and reliably find, understand, share, and apply complex information from widely distributed sources for
discovery, progress, and productivity, Limitz on information access translate into limits on all other aspects of
competitiveness. Thus, digital information preservation and access capabilities are critical to the progress of

individuals, nations, science, and society.

3. NOTALL DIGITAL SCIENTIFIC DATA NEED TO BE PRESERVED, AND NOT ALL
PRESERVED DATA NEED TO BE PRESERVED INDEFINITELY

It is estimated that the amount of digital information produced worldwide each year now exceeds the global digital
storage capacity.”

Decisions about what to preserve are inevitable. The criteria for such decisions differ among differing data

types and contexts. Some data can be reproduced at lower costs than preservation (some outputs of computer
models and simulations are examples) and, therefore, may not be a high priority for preservation. Other data
cannot be reproduced at any cost (continucus, longterm environmental measurements are examples) and may
merit higher priority for preservation. Still other data initally preserved may be superseded by new work and
become candidates for disposal. Thus, deliberate decisions about preservation should take place on a continuing
basis throughout the full data life cycle, Stakeholders in this decision-making process include: (1) preservation
organizations, which must factor their mission, costs, and funding structures into decisions; (2) the scientific
community (including communities of practice), which can consider the value to science; (3) data authors, who
are most familiar with the detailed context; (4) archival scientsts, who bring both an intellectual framework and
experience to assessing preservation value; (5) data users, who employ the data in creative and innovative ways;

and (0) entities such as associations, federations, and governments, which can take a broad, longterm view.

4, COMMUNITIES OF PRACTICE ARE AN ESSENTIAL FEATURE OF THE DIGITAL
LANDSCAPE

Science is conducted in a dynamic, evolving landscape of communities of practice organized around disciplines,

methodologies, modsl systems, project types, research topics, technologies, theories, etc. These communities

facilitate scientific progress and can provide a coherent voice for their constituents, enhancing communication

and cooperation and enabling processes for quality control, standards development, and validation. These

IS5 The Expanding Digital Universe, IDC White Paper spansored by EMC. March 2007,
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Barcode of Life

The Barcode of Life tnitietive {5 an interna tonal

effort to develop reliable and authorite the means

for the globe! Mentification of bidogica! species.
Borcoding uses @ short DNA sequence within an
arganism's genome @s the equivalent of a barcode

on @ supemmarket product to determine the species
crigin of ¢ bidegical semple. Adoption of @ stendand
format for barcode data allows @ senmple in @ mussum
or coffected in the field to beinstandy linked to
refated information rsources worldwides; to be tisd

in to relevant tissue, parasite, and other collections
globally, and to reference DNA datebases in the
Linited States, fapan, and Eurepe. The resultis the
ability to conduct biodiversity, species migration and
invesion, and pepuldtion genetics studies that are
marepowerful because they can be religbly compared
to and informed by other projects wonldwide.

Saurce: hetibara ding. s edy’

capabilities are emcial for data preservation and access in
cotntmunicating the needs and empectations of a community of
usess, providing espert input on the scientific contest for data
(induding input to decisions about what to pres erve and what

to discard), promoting good data management practices, and
contributing to the development of effective data standards, Thus,
data preservation policies and stratepies must encourage and
enable communities of practice both because of their important
role in science and because of the capabilities and pempectives
they bring to the preservation process. “Onesizefirs-all” policies
rmust be avoided to allowforstratepies and designing mechanis ms

for interoperability that support communities of practice.

5. PRESERYATION OF DIGITAL SCIENTIFIC DATA IS
BOTHA GOYERNMENT AND PRIWATE SECTOR
RESPONSIBILITY, AND BENEFITS SOCIETY AS A
WHOLE

Alarge number and wide variets of entities, organizations,

and commmunities — each with their own assumpt ions, culture,
expertise, objectives, policies, and resources — are involved in
the creation and preservation for access of scientific digital data.
Responsibilities for data stewardship are distributed across rany

diverse entities that, in tarn, engage with different institutions,

disciplines, and interdisciplinary domains, Responsibilityfor data stewardsh ip should remain weith the

distributed collections and repositories that have a vested interest in their communitys data. A framework of

government/private sector partnerships (analogous tothe air tramsportation or monetarysysterns ) is required to

link these distributed responsibilities into an effective system for dipital preservation and aceess.

6. LONG-TERM PRESERVATION, ACCESS, AND INTERCPERABILITY REQLUIRE
MANAGEMENT OF THE FLILL DATA LIFE CYCLE

The full data life eycle incdudes creation, ingestion or acquisition, doeumentation,

organization, migration, protection, access, and disposition (see Appendiz B for

a description of the data life cycle) and has two important Features. First, the Responsibilities
cyle is dynamic rather than static and includes ongoing processes of curation, fordata
disposition, and use. M any processes, such as data analyes involving transformation stewardship

or recombination, are catalytic, continuously increasing the wolume of data for are distibuted

aCross many
diverse entities,

preservation and access. Second, the steps in the cycle are not independent,
Feasibility, costs, and limitations for each step are stronglydependent on actions taken

at other steps. For emample, inadequate documentation at an earlystage can prevent
lateruse; Failure to migrate to newtechnologies can leave data inaccessible. Effective
tnanagerment of each step and coordination across steps in the life cyele are required to
exsu re that dara are reliably preserved and can be accessed and used efficiently

HARMNESSING THE P!

ER OF DIGITAL DATA FOR SCIENCE AMD CIETY — PAGE ||

179 Office of Science and Technology Policy


http://www.nsf.gov/cgi-bin/good-bye?http://barcoding.si.edu/

Changing the Conduct of Science in the Information Age

June 28, 2011

7. DYNAMIC STRATEGIES ARE REQUIRED

“Today, no media, hardware or software exists that can reasonably assure long-term accessibility to digital

assets. "¢

The transition from physical to digital information technologies requires several
fundamental changes in preservation strategies, First, preservation must be active rather
than passive, as data in digital systems are more fragile and the media more transient
than in traditional paper- or microfilm-based systems. Second, digital technologies
advance continuously, often rendering older technologies unsupported and inaccessible
while producing new opportunities for creative exploitation of data. Finally, as remote
digital access reduces the need for distributed physical copies, the reduction in gystemic
redundancy increases the risk of loss. This risk is often managed through redundancy
that is actively planned and implemented. In this landscape, recommendations for
static solutions are of only transient value. Thus, we focus in this report on processes
for actively managing current preservation solutions while continuously anticipating
and implementing new methods, technologies, and strategies without endangering

preservation and access.

16  The Digital Dilermma, Science and Technology Council of the Academy of Motion Picture Arts and Sciences, 2007,
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Strategic Framework, Recommendations,
and Goals

The rapid_pace of development and deployment of digital technologies are characteristic Unprecedented
features of science in the digital dimension. These technologies include digital sensor gI'O'v‘v-'TI"J in digital
information
presents an

arrays, powerful imaging technologies, adaptive computing, and increasingly more
complex and capable computational modeling and simulation approaches. As a
result of these technologies, the volume of digital scientific data is increasing at an

exponential rate. This unprecedented growth in digital information presents an equally unprecedented
unprecedented oppartunity for progress in all areas of science and engineering research o;)por{uﬁ.")‘y for
and education if, and only if, the information can be preserved, accessed, understood, progress

and applied. This recommended strategic framework responds to this apportunity with a

plan to overcome limits and maximize the scientific information potential of the digital

dimension, creating new opportunities and progress for all.

VISION

Char strategic vision 1s a digital scientific data universe in which data creation, collection, documentation, analysis,
preservation, and dissemination can be appropriately, reliably, and readily managed, thereby enhancing the retumn
on our nation's research and (L’wlo;mwm muestment E‘)_\-‘ ensunng that cfigi'tdl data realize their ﬁ(ﬂ pmmnul as
catalysts for progress in our global information society.

STRATEGY

We set out the following strategy to achieve cur strategic vision:

Create a comprehensive framework of transparent, evolvable, and extensible policies and management and
mr_ganiza!iomll structures that j}ml-mla: reliable, effective access to the Jru”. spectriem of jm})“c rﬂgiml scientific data.
Such a framework will serve as a driving force for American leadership in sdence and in a competitive, global

information society.

The framework we envision will allow digital scientific data to be readily discovered, evaluated, and used in creative
and complex combirations by specialists and non-specialists alike and will ensure that data are properly protected
and reliably preserved. This framework is based on principles for continuous, effective management of new
technologies and methods identification and adoption without endangering reliable preservation and access. The

eseential elements of our strategy are defined as follows:

¢ Theproposed “policy, management, and organizational framework” comprises:
(1} an NSTC Subcommittee for digital scientific data preservation and access; (2) the
development of agency and organizational data management polides, and (3) data life
cycle management plannmg for relevant projects and activities.

*  “Reliable, effective access” refers to strategies and systems that: (1) provide for
reliable, long-term, cost-effective preservation and access at appropriate quality; (2)
ensure high-confidence protection of privacy, confidentiality, security, and property
'rfgﬁls.' {3) enable transparent search and rﬁscrmer)‘ .:xl!xtbih'n}_’s across a wide range
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A ]
A National Map for
the 21st Century

The U5, Geological Survey (LISGS) (s working
with federal, state, and local agencies across

O
Aatinaal

the country to create @ ssemless digital bese
map for the nation. The god of The Netiond
Map (hetpfinationalmap gov) s to become

the nation’s seurce for trusted, consistent,
integrated, end current topographic infarmation
awzilable anfine for @ broad range of uses. By
integrating datg from many federal, state, ond
focal sources on an engoing basis, the currency

of resovirces and data types; (4) mcluds
appropriats matadata’ end documan tation

to allow data to be inderstond and effectively
re-used or re-purposeds and (5) provide for
effectite interoperabilicy across vepositories, ok,
Tesoces, services , and data types and formats.

o “Digital scientific data™ refers to bom-
digital emd digitized data produced by, in the
custody of, or controlled by federal agencies, or
as o result of resecerch funded by those agenciss,
that are appropriate for use or repurposing for
scientific or tectnical research and educational

applications when wsed under conditions of

June 28, 2011

and accuracy of the map are enhonced, proper protection and acthorizetion and in
accordance with all applicable lgal amd reguluory
yequirements. [t vefers o the full range of data
types and formats relevant oo all aspects of

science and engineering researck emd education

making it effective for use in @ wide variety of
applications alch s envronmentol science

and land management, neturd hazards and
EMENTEncy fesponse, and resource planning and

decisi aking.
FEAS AR in beal, regiomal, national, end globel contesas

with the corresponding breadth of patential

scientific applications end wses.

Sowrcer nationolrab ov

American
s« “American leadership™ among leadership
nations worldwide will only be achizved ;
by mobilizing the capabilities of all seccors of our greatey sociery, including ;ﬁﬁ;giﬁf

government at all levels, industry, foundations, academia, education, and e
individuals i using, supporting, and e volving the digital scientific duta snfrerse. mobilizing the
capahilities of
all sectors of

our society.

*  “Global information society” recognizes that science and tectnology co-
exist in & world where teckmology diminishes geographic, temporal, social, and
neetiomal berrizrs to discovery, access, and use of dete.

This strategy is desipned to unite the capabilities and leverage the resources of the federal
agencies and organizations in their scientific data act ivities, thereby enabling th e federal
government to serve as both leader and pantnerto all sectoss of oursociety in realizing the full potential of the

digital dimension to enable discovery, innowation, and progress.

RECOMMENDATIONS: OUTLINE AND SUPPORTING GOALS

Wie make three recommendations pursuant to this st rategy. These are presented at an outline level below, along
with a dis cussion of the goals th at support the recormmendations, The final section of this report provides a more
detailed dis cussion of the recommendations, The recommendations are intended to create synerpy by combining
action itermns for apencies to work with their commmnities of practice in pursuit of their respective missions,

The recommendations also allowfor a forum for cooperation and coordination across governnent, acad emic,

commercial, and internarional sectors,

1T Metadita are dataabout data. They include a formal desc iption of the data, as well as information on how 1o acquine the dat, and information for
using the dats, such as accuracy, security, and rights. Meadata provide the scientific, technical, contextial, repressntational, prove rance, and other
information necessary toerable creative re-use and re-purposing.
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RECOMMENDATION [: WE RECOMMEND THE CREATION OF A NATIONAL SCIENCE
AND TECHNOLOGY COUNCIL (NSTC) SUBCOMMITTEE FOR DIGITAL SCIENTIFIC DATA

PRESERVATION, ACCESS, AND INTEROPERABILITY.

The NSTC, a Cabinetlevel council, is the principal means within the executive branch to coordinate science
and technology policy across the federal research and development enterprise. The NSTC's Committee on
Science, with its charter to improve the coordination of federal efforts in science, is well positioned to pursue
frameworks for cooperation across the federal government that enhance digital scientific data preservation
and access. We recommend the creation of a Subcommittee under the Committee on Science to provide the
sustained focus and expertise needed to ensure continued leadership in this area. The proposed Subcommittee
will provide a mechanism for federal departments and agencies to (1) identify and articulate shared goals

for scientific data preservation, access, and interoperability; (2) coordinate planning, implementation,

and assessment of their data preservation and access activities; (3) achieve costeffectiveness by exploiting
shared solutions to meet mission requirements and federal standards; (4) provide a means for interaction,
collaboration, and coordination with sectors outside the federal arena, including internationally; and

(5) coordinate with relevant inter-agency and inter-governmental efforts.

RECOMMENDATION 2: WE RECOMMEND THAT APPROPRIATE DEPARTMENTS AND
AGENCIES LAY THE FOUNDATIONS FOR AGENCY DIGITAL SCIENTIFIC DATA POLICY AND
MAKE THE POLICY PUBLICLY AVAILABLE.

The appropriate departments and agencies are those who, either directly or through support to others, generate,
collect, or steward digital data relevant to science and technology research and education. Data policies should
be developed fraom a foundation of solid understanding and strong consensus on the needs, goals, and best
approaches for digital preservation and access both within an agency and across the communities it serves.
Currently, agencies are at varying stages in laying the necessary foundations and can benefit from sharing
experiences and insights through the forum of the prcup(m'.d NSTC Subcommittee. With an appropriate
foundation in place, agency data policies that address scientific data preservation and access can be developed
“1tl‘ &.T)ﬂ\mllnit" jl\p'llt al'ld 11’! Cmrdinaﬁorl “"irl'l Dl‘hef del’!artnle[‘m ﬂl\d ﬂge[lciﬁs. Tl“e .gfmls OF rl'le :‘lgt‘nc}'
data policy should be to maximize appropriate information access and utility and to provide for rational, cost-
efficient data life cycle management. Agency data policies should be publicly available and should guide and
inform the development and implementation of data management plans in individual projects and activities.

RECOMMENDATION 3: WE RECOMMEND THAT AGENCIES PROMOTE A DATA
MANAGEMENT PLANNING PROCESS FOR PROJECTS THAT GENERATE PRESERVATION
DATA.

In particular, agencies could consider requiring data management plans for projects that will generate
preseuvarion data'® Advance planning for data pre:servaﬁon and access can ensure that appropfiate, costeffective
strategies are identified, and the digital products of research can be made widely available to catalyze progress.
Data management plans should provide for the full digital data life cycle and should describe, as applicable, the
types of digital data to be produced; the standards to be used; provisions and conditions for access; requirements
for protection of appropriate privacy, confidentiality, security, or intellectual property rights; and provisions for
longterm preservation (including means for continuously assessing what to keep and for how long).

These recommendations are designed to combine agency actions with interagency and multisector cooperation

and coordination to pursue the following six goals, which were based on the findings of the I'WGDD during its
deliberations.

18 “Preservation data” ar2 defined herein as those digital scientific data (either created in digital form or digitized) for which the benefits of preservation are

likely to exceed the costs (including the costs of ongoing curation, protection, dissemination, quality control and validation, and migration to new formats
and technologies). Inherent in this definition is the need to conduct effective cost/benefit analyses to enable rational decisions about preservation.
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GOAL |- BEBOTH LEADER AND PARTMNER
Findings: fed eral agencies are unique in (1) their

responsibilities for pathering dara forscience (2) their role in

funding scientific research and education; and

The Protein Data Bank
Expedites Drug Development

(3) their ability to make longterm investments, with long-

term payoffs, in the interests of societyat larpe, These unique
The Word-Wide Protein Date Bank (wwPDB) characteristics mean that the federal government must take a
provides a single, quthoritative source of leadership role both in providing for preservation and access to
information about the stcture of biological
malecules. Currently, the wwPDB contgins the
structures of almost 50,000 protein discoverad by
reseqrchers worldwids and shaned opanly with the
global community. Many of these proteins, including
enzymes, homones, and receptors, are important
drug targets. Because of the quality and quantity

of datq available vig the wwPDB, it is possible to

digital scientific data and in illuminating the path forward so
that others may follow:

It must also be recopnized that the digital dimension belongs
to all sectors of society Government
at the federal , state, and local levels;

industry acadernia; found arions;

viaulize and enalyze these molecules to allow international orpanizations; and The digital
engineered drug desizn, Many of the HIV protegse individuals aze all participants Aats cha;‘;’enge
inhibitors used in the cocktail for HIY treatment in the digital dimension and

e o . . . cannot be met
were developed Using this approach, in simitar have important interests in and
Wways, open access to this fich information resource capabilities for digital information by the federal
catalyzes progress in many fields and epplic tions. preservation and access. Therefore, govemment or
e the federal povernment has a any one sector

responsibilitg to act as a reliable and acting abone

transparent partner and as a coordinating entity, enabling all sectors to work together

in enhancing the information capabilities of the digital dimension,

The continuing emponential inerease in the amnount of digital seientific information and the everempanding
needs and expectations of users emceed both the resources and the mission scope of the federal agencies. The
digital data dhallenge cannot be met by the federal povernment or any one sector acting alone, The povernment
st act to stirmulate and facilitate investments by all sectors of society in meeting the full scope and seale of the
seientific dara challenge.

To be an effective leader and partnes the federal povernment srust (1) be responsible in meeting respective
agency and organizational needs fordigital preservation and access; (2) respect and encourape the interssts

and capabilities of stakeholdess in all sectors; (3) be innovative, creating ememplary resources and capabilities
to demornstrate feasibility, and establish and disseminate best pracrices foruse in othersectoms; (4) provide

a coherent tnechanism for interaction with othersectors; and (3) promote comrmunication and facilitate
pattnering among all sectosm. Implemented together, the recornmend ations add ress all of these responsibilities.

GOAL 2 MAXIMIZE DIGITAL DATA ACCESS AND LITILITY

Findings: Enhanced capabilities for finding, using, and integrating information accelerate the pace of discovery
and innovation, Adwanced information capabilities and better access to digital data will make Aterica more
cotnpetitive in a digital wodd, Thus, a eritieal requirement for Armerican competitiveness is to establish and
continuously improve a robust and pervasive information infrastruenire to mawimnize access to digital scientific

data,

Scientific information in an accessible and interoperable digital environment has the characteristics of a public
good. The information is not destroyed and its value i not dirninished upon use. On the contrary, digital access
has a catalytic effect, multiplying the value of information through repeated use by a wide varietyof usess in a
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GEOSS and IEOS

A System of Systems

U.S. Integrated Earth
Observation System (IEOS):
A Contribution to the Global
Earth Observation System of
Systems (GEOSS)

Earth observations are the data collected about

the Earth's land, atmosphere, oceans, biosphere,

and near-space environment. These data are
collected by means of instruments that sense or
measure the physical, chemical and/or biological
properties of the Earth. These data provide
critical information to ossess climate change and
its impocts; ensure healthy air quality; menage
ocean, water, mineral and other natural resources:
monitor land cover and land use change, measure
agricultural productivity end trends; end reduce
disaster losses,

The Strategic Plan for the U.S. Integrated Earth
Observation System directly supports the efforts of
more than 70 countries who are working together
to ochieve a GEQSS — interconnecting a diverse
and growing array of instruments and systems for
monitoring and forecasting changes in the giobal
environment.

diversity of settings and applications. This
requires effective coordination, extensive
Digital access
has a catalytic
effect,
multiplying
the value of
information

interoperability, and innovative tools and
services across the full spectrum of digital

presermtion and access resources,

The proposed NSTC Subcommittee is
intended to take the lead for the federal
government, working in local to global

contexts with all sectors of society, o

develop mechanizms for maximizing
access and utlity for digital scientific
data. Examples of such mechanisms include; (1) continued
improvement in interoperability across all layers (from software

to hardware to networks and resnm‘ces:),- (2) int‘egm tion of

data from various sources and across projects and disciplines;

(3) comprehensive, global, and transparent search, query, and
retrieval capabilities; (4) development, continuing evolution,
broad adoption, and regular use of appropriate, community-
based, costeffective standards designed to allow efficient
information use in innovative ways and in complex combinations;
(5) encouragement of digital preservation programs explicitly
aimed at facilitating sustained access; (0) promotion of ready
access to appropriate documentation and metadata; and (7)
reliable protection of security, privacy, confidentiality, and

iI'I'l(‘.Iil‘CTllﬂ] pl’(‘Jp(T”Y ri L‘{IIE il'l l'.()'[llpll‘.)i (iﬂ'l'd environments.

GOAL 3: IMPLEMENT RATIONAL, COST-EFFICIENT
PLANNING AND MANAGEMENT PROCESSES

Findings: The tatal volume of digital data and the rates at which data are being created globally are increasing

rapidly. Mobilizing these data in the service of scientific progress without incurring overwhelming costz or

risking loss Tequires robust p].unning and management processes. These processes must be designed to optimize

current resources at all levels, to exploit economies of scale and shared, costeffective solutions, to anticipate new

loads and demands, and to evaluate opportunities and challenges posed by rapidly changing technologies.

The NSTC Subcommittee, working with the appropriate departments and agencies, is well positioned to

gdl.l'l(\‘]' 'dﬂd ﬁi'l'é'ﬂ‘ across sectors illr{)rll]zti()n T(‘iﬂll‘.d [0 COsls HI'Id IX‘.‘F[ prat'.l.ic(:s f(TT [)T{.‘.‘ILTTV'(IIIIUI'I, [)TUECUI{DI],

dissemination, curation, and migration. This will promote a culture of awareness and capacity for dara life cycle

management to ensure usable, efficient, cost-effective solutions to data preservation and access.

The process of developing and implementing an agency data policy would be facilitated by the designated

agency representative to the Subcommittee. The designee could support the development and maintenance

of the agency dara policy, ensure that the policy supports the agency mission, provide for appropriate access

and preservation of the digital scientific assets, and coordinate with other agencies, sectors, and international

partners to further national interests and capabilities. This position requires experience in science, research, and

education, and in the full scientific digital data life cycle (see Appendix B).

HARNESSING THE POWER OF DIGITAL DATA FOR SCIENCE AND SOCIETY

185 Office of Science and Technology Policy

June 28, 2011

PAGE |7


http://usgeo.gov/images/USGEOMain/EOCStrategicPlan.pdf

Changing the Conduct of Science in the Information Age

GE |8 — HARNESSING THE Pt

[+ 0=SiaDeLIERs

Earth Bhserobop Syunem Dava A Juburmation §pstenm

Earth Observing System Data &
Information System (EQSDIS)

The Earth Observing System Data and Information
System (EQSDIS) manages and disuibutes mare
than 2,700 types of data products end associated
services for use in interdisciplinary studies of the
Earth system through its deven datg centers.
These data centers process, archive, document,
and distribute data fiom NASAS pastand current
Earth system sclence research soteliites, fiefd
proFrams and aircraft platorms, currenty
surperting the daily ingest of over 2 tergbytes (TB)
of sateflite instrument date. Over 4.9 petabytes
(PBI are anchived. tn 2007 alone, over 100 miflion
products were distibuted to over [65 000 unique
users, and approximately 3 mitlion science,
government, industry, education ond policy-maker
users gccessed EQSDIS,

The data held ot the EQSDIS date centers are
interoperable with data from Earth ohaendation
communities around the world using ¢ componant
called the EQOS Clagring HOuse (ECHO).

Sowreer herpyiboreach e nora gowabace bl

GOAL 4; EMPOMWER THE CLURRENT GEMERATION
YWHILE PREPARING THE MEXT

Findings: To extend the benefits of ourstrategic vision to all,
the education and training to use and manage the current data
infrastructure and to develop the future data infrastrucrure
must be widely accessible. If appropriately designed and
implernented, the data infrastructure itself can be a robust
resou ree for meeting these education and training needs,

Retnaining globally competitive in devel oping the data
capabilities of the future requires both ensuring that future
generations of scientists and technologists are capable of
operating in the fast-moving wodd of network and information
technologies and providing for the decades-long horizons of
digital preservation and aceess. Assembling an appropriate
new cohort of computer and information selentists,
cyherinfrastructure and digital technolopies emperts, digital
library and archival scientists, social and behavioral scientists,
and othess with the requisite skills and expertise to meet this
dual challenge can only be done through the combined efforts
of the government, education, research, and tech nologysectors.
Keyto this effort will be increasing the number of praduates in
critical areas such as comnputer and information seiences and
mathematics.

It is erucial that edueation and training activities be integral
to all of the federal science data investinents. Faeilitating the
diffus ion UF tlﬂe Sk.]l.lls and kno“&‘ledge necessary to benefit me

the digital dirnension & ssential to achisving ourstratemic

vision and rnust be integral to all federal science data activities. The NSTC Subcomtnittee can playa critical

role in promoting coordination of education and training among federal departments and agencies and in

partnerships with the education, research, and technology secrors. This activity could indude the development

of joint proprams for research and developrnent in the design, implementation, assessment, and evaluation of

educational programs.

The nation needs to identify and promote the emerpence of newdisciplines and specialists espert in add ressing

the compler and dynamic challenges of digital preservation, sustained access, reuse and repusmposing of data,

Many disciplines are s eeing the emergence of a newtype of data science and managernent expert, accotmnplished

inthe computer, information, and data sciences arenas and in anotherdomain seience, These individuals are

keyto the eurrent and Future success of the scientific enterprise. H owever, th ese individuals often receive lirtle

recognition for their contributions and have limited career paths. Critical challenpes in achieving ourstrategic
vision include providing an effective pipeline of data professionals to ensure that the needs and opportunities of

the future can be met and providing these professionals with appropriate revmrds and recopnition,

The NETC Subcomenittes will also have an essential role in promoting data seience and managesment as a

career path with appropriate recognition and rewards structures, The federal povernment can be beoth leader

and partner in this arena, using its own propramms as models forsuccess and supporting innovative and effective
approaches in other sectors, Akey goal is to encourage and enable the best and brightest to commit to careers in

all aspects of data science to meet the growing needs of ourdigital society and econormy. Further, specialists in
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The Case for Blodiversity
Data Interoperability

invading alien speciesin the United States couse
sgnificent environmental demage, with losses edding
W to almest § 120 bitivn per year!. Cholera bacteria
and toxic dinofiogeliates have bean discovered in
ballast water of cargo ships. Yellow fever vectors

hove spread to new continents in imported tres.
Hardwood trees in Amesican dities are being Killed by
Asian bestles introduced in wooden packing crates. A
coordinated, global gpproach is necessary o detect,
wnderstand, and manage the lerge- scale movement
of species. While many elactronic datobases provids
invasive speces information, they are not yet fully
intercperable. The ebility to combine dote fome
varisty of sowes is needed topredict end manage
invasion threats byintepretng on invasve species’
ability to spread into pertouler regions, colaleting
its rate of dispersal, and predicting its fuure range. 4
global information system that enables interopermbility
across o diversity of digital resources will require
cooperative action ot national and international
fevels 2

\Dpiiel Pirnental, Rodalfo Zunign and Doug Marsa.
‘Integrating Ecologr and Econoemics in Control Eaoimasions.
Ecolggical Economics, " Yolume 52, bsue 3, |15 Februay
2005 Pages 273288

3 yrerpted fFom Anthany Ricciard, William W, M. Stains,
Richarel M. iack, and Caniel Simberloff. “Toward a Gibal
infirmction System of Invesive Spaciss,” icScianca, Yol SO,
Mod, frarch 2000, pp 237-244

information disciplines (e.g., digital curation and preservation
and library and archival sciences) should be given incentives
to obtain additional education and training to enable their
effective participation in the digital dimension.

Agencies should identify the skills and expertise needed

to effectively manage theirdata resources, The NSTC
Subcommittee can be a source of lessons learned and
information sharing among the agencies in this regard, Budget
planning and cost analyes conducted by the departments

and agencies fortheirdata preservation and access activities
should consider the costs of education and training programs,
including assessment and evaluation, designed to enhance
access and utility for their digital resources.

GOAL 5 SUPPORT GLOBAL CAPABILITY
Findings: The digital dimension &
global. Science, like many aspects of our
global knowledge society, is not limited
by national boundaries. Continued

11,5, leadeship in science will

require robust access to information

The digita
dimension is

resources, as well as opportunities for

collaboration around the wodd. The

American digital preservation and

access Framework must be effectively international - functionally
integrated and closely coordinated with counterparts around

the globe.

These global characteristics and needs will require U3,
investment in (1) shared, international data resources, (2)
transparent linkage of U.S. systems and resources to theirglobal
counterparts, (3) development, evolution, and integration of
appropriate standands, formats, conventions, and cther means

to provide for interoperability across international boundaries, and (4) efforts to harmonize appropriate legal,

regulatory, and policy frameworks to reduce barriers to cooperation, collaboration, and the pusuit of shared

goals.

Partnering cutside the 1.8, requires an accessible point of contact, transparent policy frameworks, and
coherence and coordination among federal agencies. The proposed MSTC Subcommittee s well positioned to
provide these capabilities and to promote coordination of U.S. data activities with those of cur international

counterparts,

Where appropriate, data policies developed by departments and agencies should explicitly address plans for
achieving global capability, Such policies and plans should identify relevant international stakeholders, processes
forstandards development and implementation, strategies for enhancing cooperation and coordination to
achieve enhanced data access and utility, and mechanisms to identify opportunities for cost savings through
economies of scale and sharing of rescurces within the contest of a competitive zlobal economy.
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IPUMS

~ International

Digital Data Importance to
Soctal and Behavioral Sclences

The study of poweful large-scale trends such as
ecanomic develapment, urbenize tion, expanding
rnigration, population aging, and mass education

by social, behaviond!, @nd other scientists requires
access to global-sc dle micro-date — data about
individuals, households, and families collected by
census offices around the world, The integrated fablic
Lize Microdata Saries (IPLIME) provides ressarchers
and educators with interoperabls aocess to datg from
maore than [T censuses in 35 countries representing
more than 260,000,000 person records. Thispowerfll
digital collection mests critical research nesds while
Accessiully presenving epproprigteprivacy and
confidentiality rights, allowing researchers to construct
fram eworks for analyzing and viualzing the world 5
population in time and spece to understand egents

of change, to assess thelrimplications for seciety end
the environment, and to develop policies and plans to
mest future challenges atlocal, remiondl, natiend, and
global scdles.

For additional infarmation, see; httpsffinternational.
fums.ongfinterna tengt/

GOAL 6 ENABLE COMMUNITIES OF PRACTICE

Findings: Scientificdata exist in many different types and
fortnats subject to varying legal, eultural, protection, and
practical constraints, They are often used in different ways
according to their conterts and b ave varying life cyele
recuirernents, Data authos, managess, and users often cotne
from different disciplinary, professional, cultural, and other
settings with different needs, expectations, responsibilities,
authorities, and expertise. These experts are subject to varying
legal, physical, scientific, cultural, and other constraints,

This divessity in data, individuals, institutions, disciplines,
conterts, and cultures is astrength of the American scientific
research and education sywtem. Onesizefits-all solutions
st be avoided. Solutions should support comemunities of
practice and lesrerage their capabilities while protnoting data
integration and interoperability, Because th ese communities
of practice are changing the way data are used and reused
and the wayscience in these communities is done, these
cotnmunity processes present an oppotunity for research in

th e social, behawvioral, and other sciences,

Diata stewardship is best accomplish ed
in asystern that includes distributed

collections and repositories maintained

Diversity is a
strength of

wh ere the custodian has trusted
cotnmunityproxy status with the relevant

communities of practice.” Solutions the American
should support such a distributed system, scientific
recognizing the diverse interests of all sysfem.

of th e stakeholders while promoting
federation and interoperability,

Federal departments and agencies and the proposed NETC Subcommittee will need

to engage comtminities of practice and the leadeship of communirghased collections and repositories in

pursuing digital data preservation and aceess poals. mplementing the recommend ations of this rep ort will

require extens ive comrmunity consultation mechanisims and a fullypasticipatory approach to data aetivities.

Such medianisins should beused in proroting interoperability and federation, devel oping standards and

formats, implementing agency requirements for deposition and aceess, desipning capabilities and features for

June 28, 2011

toals and services, and other data activities. Resulting policyand implementation plans should reflect the needs,
capabilities, and interests of the broad diversity of stakeh olders.

1% The role of community-based collections in a data colkctions universs & addressed by the MNational Science Board in it report "Long- lived Digital Cam
Collections: Enabling Ressarch and Bducation in the 21st Century” isee Appendix D for reference). In this report, "community proey * is defined =
the escplicit or implicit autharity from the community to male choices on its behalf on iss ues such == collection curation, acoess policies, standards and
ontology development, annotation content, et
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RECOMMENDATIONS: KEY ELEMENTS

The three recommendations of this report - creation of an NSTC Subcommittee, development of agency data
policie

3 'xlnd Pr(“'iﬁt(]nﬁ l.(”' d:—][}l Tni"'lﬂgt‘!n(‘.n' pl:tns - are d(‘sjgﬂ{fd 1o “"l“'k l('}gt‘.'lllf.‘r In T(f‘.'ihﬁpi ng Tl'l(' dig‘hﬂl
scientific data landscape. They provide a national management framework for meeting the six goals outlined above.

The kcy elements of each recommendation that ensure tl‘lc}' can work in combination are set out below.

RECOMMENDATION | — CREATION OF AN NSTC SUBCOMMITTEE

'l‘l“' Sllh’(‘[.““l” []‘.C(‘ \vi]l I-Dﬂ:lﬁ on E_(}Rl‘i Lhﬂl are 1,“.‘;'[ Hddf&‘sﬁt‘d thr(}llf_‘_’h l)r()ﬂd C(x‘l.x‘.rﬂtiu" ﬂr\d rﬂ(}rdi I'IHL'iDn,
while the agencies will pursue goals specific to their respective missions and communities of practice. Examples
of focus areas for the Subcommittee include the following. The priorities for these areas will be set by the

mem bt.‘rl‘ ()I- T ht‘. SL] k}{'.(“TI mittee.

Extended Mational Coordination. Engage with federal agencies outside the NSTC Subcommittee,
government at the state and local levels, other interagency coordination groups (including other relevant
NSTC groups), and the commercial, academic, educational, and non-profit sectors. Goals include
identifying shared opportunities and challenges, gaps and unmet needs, synergies and parmerships, and
economies cf scale or shared Investrments, which would allow the federal government 1o serve as both leader

and partner for digital scientific data preservation and access.

International Coordination. Engage with foreign national and international agencies and entities in the

government, commercial, academic, educational, and non-profit sectors. Goals include identifying shared
opportunities and challenges, gaps and unmet needs, synergies and partnerships, and economies of scale
or 5l]aft‘d iI'l‘J'L\!illTlCan' \Vl'lic}'l \\"(_)u].d a":_)\\' d'l(_‘ I‘l.‘(itf'd{ g‘(.’\"(.‘rl'lnl{‘n[ 1O serve as I:’(_‘d'l l(:ad(.‘r al]d pﬂrLl‘tCr 1‘()1'

digital scientific data preservation and access.

Education and Workforce. Enable the current generation and develop the next generation of leaders and
innovators in data science and tecbnnlog‘,; h}r roo:rdilmring the activities of the NSTC Subcommittee and itz

partners anc engaging stakeholders in other sectors.

Data Innovation Research. Coordinate research to support digital scientific data innovation. Examples of
digital data innovation research include methods for assessing or achieving scalability, systems integration,
and design robustness, including fault tolerance in evaluating the application of one or more inventions to

particular applications or needs.

Data Systems Implementation and Deployment. Promote greater capability and capacity in implementation
design and deployment of data software, hardware, and systems. The Subcommittee will encourage
adoption and implementation of data preservation and access strategies, concepts, and best practices,

It will also promote efficient reuse and adoption of tools and technologies to facilitate integration and
interoperability.

Data Discovery and Dissemination. Promote enhanced capabilities for finding, understanding, visualizing,
and interacting with data. The Subcommittee will support diverse uses through a coordinated set of relevant
technologies and will disseminate information about available data.

Data Protection. Develop strategies, concepts, and tools for protecting data security, privacy, confidentiality,

and intellectual property rights, and for enabling effective user access, authentication, authorization, and
accounting protocols and frameworks.
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Data Quality and Disposition. Develop concepts, strategies, and tools for data quality assessment and
control, validation, authentication, provenance, and attribution. The Subcommittee will promote the
development and sharing of best practices for dispesition decision-making (i.e., which dara should be kepr,
for how long, and by what entities), including strategies and practices for understanding the relationship
between cost and benefits.””

Integration and Interoperability. Promote strategies, approaches, investments, and parmerships that enable
the effective integration and interoperability of data and data tools, systems, services, and resources. The
Subcommittee will promote the identification, use, and continuing evolution of existing standards and the
development of standards where needed. This ensures coherent identification of distributed data, enhances
coordination of the activities of the NSTC Subcommittee and itz partners, and engages other sectors with
the goal of enabling the creative use of digital scientific data in innovative combinations for purposes of

discovery, innovation, and progress.

The activities of the Subcommittee should include close cooperation with the other relevant NSTC entites.
Two of these are especially relevant in the digital scientific data landscape, and their relationship to the

proposed new Subcommittee can be summarized as follows:

R.elnl:iunsl'lip to the NITRD Subcommittee. The ?\‘ctwurking and Information Tl‘thnulngy Research and
Development Subcommittee (NITRD) focuses on the invention phase (i.e., basic research to prototype/
proof of concept) of the invention-innovation-implementation-design-deployment® cycle of technology
change. The proposed NSTC Subcommittee on Digital Scientific Data focuses on innovation through
deployment. There is necessarily both overlap and dependency between phases in this cyele, and close
communication and coordination between these two groups will be implemented to manage and leverage
appropriate linkage between phases, This interaction will ensure that the most promizing and innovative
research outputs can be considered for further development and that the research process is responsive to

the real-world needs of the ilnplcnmnmlion sector.

Relationship to the Scientific Collections IWG. The Scientific Collections Interagency Working Group
focuses on collections of physical objects relevant to science (e.g., biclogical specimens, drilling cores,
fossils). Collections of digital counterparts to such physical objectz (e.g, digital images or 3-dimensional
digital renderings) fall within the purview of the proposed NSTC Subcommittee on Digital Scientific
Data. These two groups will closely coordinate to manage the relationship between the physical and digital
collection realms and 1o enable rational, cost-efficient decizion making about digitization for preservation

R!'Id aAcCCess,

RECOMMENDATION 2 - AGENCY DIGITAL DATA POLICY

The second key element of the strategic framework is that appropriate departments and agencies lay the
foundations for agency digital scientific data policy and make the policy publicly available. In laying these
foundations, agencies should consider all components of a comprehensive policy to address the full data
management life cycle. Examples of such components include the following:

20 The benefits of digital preservation must be continuously weighed against the costs. Assessment of benefits must rely extensively on input from the
relevant stakeholder communities, be conducted openly, and be consistent with the mission of the relevant department or agency. Such assessment
should include consideration of the full range of benefits, both tangble and intangible. The assessment should compare the costs of preserving a data
set with the possibility and costs of regenerating the data. When reproducing data is not possible, preservation should be the preferred choice where
feasible. Cost analyses should be informed by comprehensive and reliable information. Similar analyses should be conducted for plans to digitize physi-
cal artifacts (books, documents, reference samples and specimens, ete ) for preservation and access. Recognizing that current analyses are limited by
the lack of comprehensive economic theory and management frameworks for long-term digital preservation, agencies should work together to sup-
portresearch and development to improve the conceptual foundations and methodologies in this area.

21 We distinguith between “invention” and “innovation” in the manner of Schumpeter (see Schumpeter, JA_ Business Cycles. New York, McGraw Hill.
1939), with “invention” referring to the discovery of new concepts or devices and “innovation” as the areative use, modification, or combination of
existing concepts and devices for desired applications.
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Statement of guiding principles for digital scientific data preservation and access. The principles should
provide clear guidelines for those conducting the data planning and implementation activities of the agency
and for those seeking to partner with the agency in pursuing shared data goals. Thig includes eriteria for
determining whether data are appropriate for preservation and access. Further, the principles must be in
accardance with the provisions of the Papenvoik Reduction Act (44 11.5.C. 3501 et seq.), OMB Circular A- 130,
the America COMPETES Act, the Data Quality Act, the Federal Funding Accountability and Transparency Act
(FEATA), and other applicable policy, regulatory, and statutory requirements. The agency digital data policy
should cite the relevant governing documents wherever appropriate.

Assignment of responsibilities. The roles of agency offices and officials in implementing the agency
digital data policy should be described to ensure clear lines of authority and accountability and to provide
transparency for those working within and ouwside the agency on digital data matters. This should include
provisions for a designated, cognizant senior science official serving as Science Data Officer to coordinate
the digital data activities of the agency and to serve as representative to the Subcommittee on Digital
Scientific Data.

Description of mechanisms for access to specialized data policies. Agencies may support various
communities of practice and distinet data types, formats, and contexts, and they may have differing
programmatic goals, needs, and resources. Such agencies should have a harmonized suite of corresponding,
specialized data policies. The comprehensive agency digital data policy should describe mechanisms o

provide easy and transparent access to the agency's full portfolio of specialized data policies.

Statement cf intentions and mechanisms for cooperation, coordination, and partnerships. The agency

digital data policy should describe the agency's intentions and mechanisms for cooperation, coordination,

and parmerships across sectors, Such sectors can include government at the national, state, or local levels, as

well as industry, academia, education, non-profits, and international entities.

Provisions for updating and revisions. The agency digital dara policy must be a living document if it is to
remain relevant and effective in a dynamic landscape. The policy should describe the mechanisms to be
used for updating and revising the document to ensure it is responsive to change and opportunity.

RECOMMENDATION 3 - DATA MANAGEMENT PLAN ELEMENTS

The third key element of the strategic [ramework is for all agencies to promote a data management planning
process for projects that generate preservation data. This includes preparing a data management plan in
proposals for activities that will generate digital scientific data. Examples of elements that should be considered
in such a data management plan are listed below. This listing can be consulted by agencies in developing an
appropriate portfolio of specialized data management policies, with each policy crafted for the community and
context in which a particular project or projects will be conducted. Each specialized policy may include or omit
any of the elements listed below or add others as appropriate to the particular application or context.

Description. Brief, high-level description of the digital scientific data to be produced.

Impact. Discussion of possible impact of the data within the immediate field, in other fields, and any

l)’l’()&l({(‘l’, 5(}(’.:(‘.'?‘]1 il'l'lI?’dCl- Ind[('}ll(: |Kl\v\' 1}1(’ ('l'dta management pl'rlI'I Wiu mnx[lnizr 'l'l'l(' \'Hl\ll,‘ ('}E- Il‘l(’ ('liilﬂ.

Content and Format. Statement of plans for data and metadata content and format, including description
of documentation plans and rationale for selection of appropriate standards. Existing, accepted standards
should be used where possible. Where standards are missing or inadequate, alternate strategies for enabling
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L{ill'd TCAUSC ﬂl'ld n:-purpot‘-inﬂ 5}.1(_'“.[[(.1 lX‘ L{(.‘!.‘{.'l'iLK‘d, ﬂl'ld 'rl‘,.‘:'[lt_'llt‘.‘i ‘;"ll()uld b(.‘ 'd[(_‘l'l(.‘d- w IICL‘{S 1‘0[ sl.andards

development or evolution.

Protection. Statement of plans, where appropriate and necessary, for protection of privacy, confidentiality,
security, intellectual property and other rights.
scription and rationale

Access. Description of plans for providing access to data. This should include a d

for any restrictions on who may access the data under what conditions and a timeline lor providing access.

This should alsoinclude a description of the resources and capabilities (equipment, connections, systems,
expertise, etc.) needed to meet anticipated requests. These resources and capabilities should be appropriate
f('}r t}!(‘ [)T{}}(‘.(".(‘(! l]FHg‘r E](i(lf(‘ssillﬂ any FF)L‘(:jﬂl r(.'(lllir{'.r"(‘!]“i Fil('l'l as ii](]ﬁ(‘ ﬂSF(x'iﬂT(‘fj “’il}‘ SIT(THTII"I]Q’ \"l‘(i“(’ or

audio, movement of massive data sets, etc.,

Preservation. Description of plans for preserving data in accessible form. Plans should include a timeline
proposing how long the data are to be preserved, outlining any changes in access anticipated during the
preservation timeline, and documenting the resources and capabilities (e.g., equipment, connections,
systems, L:xpcrlisu) needed to meet the preservation ;_pahs. Where data will be prcscr\-'cd qund the duration
of direct project funding, a description of other funding sources or institutional commitments necessary to

H‘:hl‘t‘.\"l.‘ [ht‘ l{)ngtcrm prcﬂ?n-‘atiun 'dl'ld access I;_VUHIS Fh('ﬁlid b{‘ p!’(]\-’j(it‘.('.

Transfer of Responsibility. Description of plans for changes in preservation and access responsibility.
Where responsibility for continuing documentation, annotation, curation, access, and preservation (or
its counterparts, de-accessioning or disposal) will move from one entity or institution to another during
the anticipated cata life cyele, plans for managing the exchange and documentation of the necessary

commitments and agreements should be provided.
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Appendix A

Interagency Working Group on Digital Data
Terms of Reference (Charter)
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A. INTERAGENCY WORKING GROUP ON DIGITAL DATA TERMS OF
REFERENCE (CHARTER)

LS, TERMS OF REFERENCE of the

i

I O . INTERAGENCY WORKING GROUP ON DIGITAL DATA
B e/ 5 COMMITTEE ON SCIENCE

e NATIONAL SCIENCE AND TECHNOLOGY COUNCIL
PREAMBLE

The Interagency Working G roup on Digital Data (the “Interagency Working Group” or WG ™) is herehy established
by the Committee on Science (“the Committee” or “CO8"). The IWG serves as a part of the internal deliberative
process of the Committee on Science.

PURPOSE
The purpose of the [W5 is to develop and promote the implementation of a strategic plan for the federal

governtment to cultivate an open interoperable framewntk to ensure relisble preservation and effective access to
digital data for research, development, and education in scienes, tedinology, and engineering, Forthe purposes of
this domument, digital data are defined as anyinformation that can be stored digitallyand accessed electronically
with a focus specifically on data used by the federal povernment to add ress national needs or derived from research
and development funded by the federal sovernment. Analog data digitized for storage are also included. The term
“agencies” refers to federal departments, apencies, directorates, institutes, and other orpanizational entities, While
emphasis i on U8, federal entities, sclentific data managerment crosses national boundaries, and the work of this

IS wrill take into aceount international dimensions of a data framewozk,

The IS will provide a means for coordinating policy, progra ms, and budgets among federal agencies and with
pattners in othersectors. This incudes identifying and integrating requirerents, conducting joint program
planning, and developing joint strategies fordigital data preservation and access activities conducted by agency
members of the [5G, The stratepic plan should provide for cost-effective cooperation and coordination among
agencies and with the sclence, technology, and enpineering research and developrnent communities, and with
international partners and counterparts, as appropriate, to identify best practices, to encourage shared solutions to
key challenges, and to implement coordinated strategies and policies for managing digital data.

SCOPE
The scope of activities forthe [Wi5 indudes:

s Dowloping a strategic plan for the federal govermment, working i partnership with other sectors, o
enable reliable preservation of and effective aocess to digital datar, apbyopriately protected, in science,
tachnology, and engineering;

*  Promoting the implemen tation of the strategic plan through coordinacion among federal agencies and
throwgh pertnerships witk other sectors;

¢ Dowloping strategic requirements for an open interoperable data framework;

s Promoting communications amang dewelopers and wsers of digital data for research, development,
and education in science, tecknology, and engineering, to help ensure that their digital data needs are
addressed;

o Assering necessary intemational collaboration , access, and interoperability; and

o Ensuring that the activities of the IWG are mformed by and not duplicative of the ongomg activities of
other growps in arecs such as electromic health care and medical records.
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FUNCTIONS
The I'WG has the following functions and activities:
*  Faalitatmg interagency digital data strategic plan development and implementaton, including:

- .J'\ssx_'.\‘sin\g the current status nf rﬁéﬁ&d data generahion, an:ﬁiving, pre.wn-ulirm, and access

among federal agendies;

—  Prouiding a forum for agencies to exchange program-level information about agency digital data
activities;

= Recognizing agency prionties and identifying interagency prionties in digital data, idenufymg any
gaps in the federal strategy related to those areas, and promoting interagency coordination to
address these gaps;

= Mdeniifying opportunities for domestic and international collaboration, coordination, and
leveraging among agencies in specific digital data areas;

= Coordinating policy, programs, and budgets for implementing the strategic plan.

®  Faalitamg interoperability broadly and recommending means and processes to achieve it, including
mechanisms such as standards evolution and development;

s Fadlitating coordination and cooperation with the research, development, and education communities;
*  Faalitanng a strong interagency planning effort;
¢ Maintaiming and overseeing coordinating groups in specific science or technology areas;

e Maintaining active awareness of data sets in technical areas other than science, technology, and
engineering, and within the mternational commumity;

e Submitting an annual progress report to the Committee.

MEMBERSHIP

The following federal agencies are represented on the IWG:
s Departiment of Agricdture
o Departiment of Commerce
e Department of Defense
*  Department of Education
e Department of Energy
s Department of Health and Human Services
e Department of Homeland Security
*  Departiment of the Interior
*  Department of Labor
¢ Department of Justice
*  Department of State
*  Department of Transportation

¢ Department of the Treasury
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- f.)ep_trhnen! of\—"'elemns ,"-\ff;i.-'rs
s Central Intelligence Agency
*  Enuronmental Protection Agency
*  Library of Congress
¢ National Aeronautics and Space Administration
o Naconal Archives and Records Administration
*  National Science Foundation
®  The Smithsonian Institution
e US Army Corps of Engineers
The following councils and offices shall participate in IWG activities:
¢ Cownal on Environmental Quality
¢ Domestic Policy Council
¢ Homeland Security Council
*  National Economic Council
e National Security Council
¢ Office of Management and Budget
*  Office of Science and Technalagy Policy

LEADERSHIP AND OPERATIONS

Co-Chairs of the IWG shall be named by the Co-Chairs of the Committee. Intra- and inter-agency coordination, fact
finding, coordinating group efforts, and planning shall occur during and/or between the formal, scheduled TWG

meetings.

INTERACTIONS WITH OTHER ORGANIZATIONS

'-l—ll(l 1“{} "'lﬂy i[\tﬁrﬂ(f[ W‘Jfl'l ‘.ﬂhﬁ }_j.wm'nlut‘rl'l {Jl'gllli:uil'l)tls In(‘.ll".i‘l“g lil{? NSTL_: L-:()t["uiitt‘t‘. on Tt’(.'.l“\()l{)gy
(C(_‘)-l). d](.' Nt‘l\\'orkng an({ II) [6{1]!30011 -l-(.'&_l]n(.‘log}' R&Lﬁ (Nl‘lRL\) Sl.ll.’co'["n'lill(.‘(." W'}'Iic}'l rL‘pUl’l:i 1w LI'I(.‘ (‘:O-[.P
and the NITRD National Coordination Office. The IWG may also interact with federal advisory bodies such as the
President’s Council of Advisors on Science and Technology (PCAST). The I'WG may interact with and receive ad
hoc advice from other interagency groups such as CENDI and the Federal CIO Council, and from private sector
,‘__’T(“]I?.‘i‘ 1"“)&.'55“"“3' :‘(?(‘.i(‘l i(‘.ﬁ‘ 'dl'“i (‘I}‘(Tr n(}'n'g(,\'\.‘r'["]'ll.“nt (}rg{lﬂ[zﬁ [j('}nE :&u(‘.ll as 1!1{' Nﬂli{)llﬂl 1‘\"}‘(!(‘"1‘[(}5 (‘E-Sf-‘.ie!]cl‘
and Engineering, the Institute of Medicine, and the National Research Council as consistent with the Federal

Advisory Committee Act.

TERMINATION

Unless renewed by the Co-Chairs of the Committee on Science prior to its expiration, the IWG shall terminate no
later than March 31, 2009.

DETERMINATION

We hereby determine that the formation of this Interagency Working Group is in the public interest in connection
with the performance of duties imposed on the Executive Branch by law, and that such duties can best be performed
by such a group.
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Appendix B

Digital Data Life Cycle
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B. THE DicitaL Dara Lire CycLE

Exhibit B-1 Digital Data Life Cyele Model

IWGDD
Digital Data
Life Cycle Model

DISPOSITION
ENR-E}be)

@) 3 - ie?
"@anizations and Entit

Policy
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Exhibit B-2. Life Cycle Functions for Digital Data*

*  Plan

Determine what data need to be created or collected to support a research ugcmld or @ mission
funcuon

*  Identify and evaluate existing sources of needed data
= Identfy standards for data and metadata format and quality
= Specify actions and responsibilities for managing the data over their life cycle
e Create
= Produce or acquire data for intended purpases

= Deposit data where Ihc_\' will be kem, m;mqged and accessed for as fong as
needed to support their intended purpose

= Produce derived products in support of mtended purposes; e.g., data summares,
data aggregations, reports, publications

= Organize and store data to support intended purposes
® lnu‘}_j‘mlc 1|pd:!tt‘5 and additons into existing collections
E En}:llf{’ Ih{‘ d's”.ﬂ $ur\"i\v"("‘ in'l':l('.] li“’ as ll“‘g as I\E‘.(‘_‘ded
¢  Acquire and implement technology
—  Refresh technology to overcome obsolescence and to improve performance
= E:q_mncf storage and processing capacity as needed
Implement new technologies to support evolving needs for ingesting, processing, analysis,
searching and accessing data
e Disposition
—  Eaat Strategy: plan for transferring data to another entity should the current repository no longer
be able to keep it
= Once intended purposes are satisfied, determine whether to destroy data or transfer to another
organization sutted to addressing other needs or opportunities

*Life cycle functions are necessarily sequential in any research or other
program, but the same body of data may go through mulaple cycles as it
is used by different entities or for different purposes.
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Exhibit B-3, Data Management Functions for Scientific and Technical Data
{These functions occur across all phases of the data life cyclef

*  Document
—  Define standards for data content, form, metadata, quality, frequency of updates, etc.
= Createfmaintain metadata
= Document data history; provenance and lineage, actual data collection and processing (e.g.,
calibration, geo-referendng, noise reduction)
- Note anomalies and lacunae
= Record disposition decisions and actions

*  Organize
= Design and implement data architecture, engineering and structures
= Conform to standards

*  Protect
= Implement quality control
*  Verify and validate data on ingest
*  Ensure integrity and validity of any transformations or derived products
= Implement access restrictions
*  Respect property rights
= Protect privacy and confidentality
= Guarantee availability to authorized users
= Define user roles and pr[\’ﬂeges
* Qualify individual users
= Guarantee trustworthiness and authenticity
= Function az a trusted repository
*  Implement, maintain and monitor the security of systern and the assets stored in it
*  Implement methods for ensuring and verifying authenticity

Acquire data from existing sources

= Catalogue and describe as to content, quality, availability, etc.

= Ensure coherent identification of distributed data

—  Disseminate information about available data

= Support diverse uses Ihrrm,gh an appropriate variety of rechilulugics

= Support a varety of methods of discovery, analysis, repurposing, dissemination, presentation
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Appendix C

Organizations, Individuals, Roles, Sectors, and Types
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C.  Organizations, Individuals, Roles, Sectors, and Types
1. Enuties by Role

Entities by Individual

Entties by Sector

I!“.'h\"[tillﬂl!i l’v R{)i(‘

W L

Individuals by Life Cycle Phase/Function
6. Entties by Life Cycle Phase/Function

Exhibit C-1. Entities by Role

ENTITY TYPE ROLE EXAMPLES
Research Collect or produce data through original research European Bioinformatics Institute
Projects Develop and validate improved testing methods American National Election Survey
Develop data collection or production instruments, Framingham Heart Study
techniques, or processes General Social Survey
Operate laboratories or observatorias Mational Toxicology Program
Preserve original and/or derived data MIST Physics Laboratory
Produce publications from research Panel Study of Incame Dynamics
Preduce refined data products through calibration, LINAVCO
geo-referencing, or other enhancement of
raw data

Collect data from other producers
Provide access to bibliographic data about research
Previde access to original or derived data

Data Centers Collect data from other producers Government Agencies: Science Data
[Statistical Collect or produce data through original research Centers
Agencies Combine data frem multiple sources Center for Earth Resources
Develop data collection or production instruments, Observation and Science
tachniques, or processes MNational Climactic Data Center
Preserve original or derived data sets National Oceanographic Data Center
Premote collabaration on production, dissemination NSF's Census Research Data Centers

or management of data
Previde access to original or derived data
Previde resources or services for analyzing or processing data
Publish research results

Collect or produce data through original research Government Agencies: Statistical
Combine data from multiple sources Agencies

Collect data from other producers Bureau of Census

Previde resources or services for analyzing or processing data Census State Data Center Program
Provide access to original or derfved data Division of Science Resources Statistics
Previde financing for prejects in other organizations to produce, NSF Economic Research Service

disseminate, or access data
Previde training on information dissemination and access

Analyze and revise data to improve their quality Private Sector Centers/Activities
Collect data from other producers Chandra X-ray Center at the Smithsanian
Collect or produce data through original research Astrophysical Observatory
Combine data from multiple sources Economic and Social Data Service
Develop data collection or production instruments, LUK National Optical

technigues, or processes Astronomy Observatory
Operate laboratories or observatories Space Telescope Science Institute
Preserve original or derived data sets Worldwide Protein Dara Bank

Premote collaboration on preduction, dissemination or
management of data

Previde access to bibliographic or other reference data

Provide access to original or derived data

Previde resources or services for analyzing or processing data

Previde training on data analysis, processing or management
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Exhibit C-1. Entities by Role
ENTITY TYPE ROLE EXAMPLES
Libraries Analyze and revise data to improve their quality or usefulness National Library of Medicine
Collect derived data products, principally publications Wellcome Library
Combine data from multiple sources
Convertanalog information or materials to digital formats
Create bibliographic and other reference data
Develop instruments, techniques, or processes for data collection or
production, processing, g or di ination
Develop and enhance software tools that will
enable gene discovery
Preserve publications
Preserve original and/or derived data
Provide access to bibliographic or other reference data
Provide access to publications
Provide financing for projects in other organizations
to produce, disseminate, or access data
Information Collect or produce data through original research Astrophysics Data System
Service Conduct data management research Inter-university Consortium for Political
Providers Promote improved data management and Social Research
Provide data management services, tools or facilities Journal of the American Statistical
Provide tools for data dissemination Association Data Archive
Fromote collaboration on production, dissemination National Association of Health Data
or management of data Organizations
Promote data sharing National Fusion Grid
Collect data from other producers Semantic Web for Health Care and Life
Publish research results Sciences Interest Group
Frovide access to bibliographic or other reference data Sociometrics Social Science Electronic
Provide access to publications Data Library
Provide access to original or derived data
Preserve original or derived data sets
Provide training materials for data analysis
Frovide training on use of scientific data in different contexts
Research and develop computational capabilities
for science and engineering
Archives Articulate criteria and tools for assessing compliance with standards Mational Archives and Records
Collect data from other producers Administration
Develop and promulgate data standards National Data Archive on Child Abuse
Preserve original or derived data sets and Neglect
Preserve publications Open Archives Initiative
Pravide access to bibligraphic or other reference data UK Data Archive
Provide access to original or derived data
Provide access to publications
Provide resources or services for analyzing or processing data
Provide training on data analysis, processing or management
Provide training on life cycle management
Museums Collect or produce data through original research Field Museum
Convertanalog information or materials to digital formats Muséum national d'Histeire naturelle
Operate laboratories or observatories Smithsonian Museums
Preserve original or derived data sets Yale Peabody Museum
Frovide access to bibliographic or other reference data
Provide access to original or derived data
Frovide resources or services for analyzing or processing data
Publish research results

C4 HARNESSING THE POWER OF DIGITAL DATA FOR SCIENCE AND SQCIETY

208

Office of Science and Technology Policy




Changing the Conduct of Science in the Information Age

June 28, 2011

National /
International
Infrastructure

Exhibit C-1. Entities by Role

Develop and promulgate data standards

Organizefsponsor conferences

Premote collaboration on preduction, dissemination
or management of data

Premote data sharing

Previde access to bibliographic or other reference data

Previde access to original or derived data

Previde access to publications

Council of European Social Science
Data Archives

Global Price and Income Histery Group
— University California/Davis

Integrated Public Use Microdata Series
International

Luxembourg Income Study

National Biological Information
Infrastructure

Mational Spatial Data Infrastructure

STI Centers

Collect data from other producers

Determine policies regarding collection, content, quality,
peer review and dissemination of data

Fremote collaboration on preduction, dissemination or
management of data

Previde access to bibliegraphic or other reference data

Previde access to original or derived data

Previde access to publications

Previde data management services, tools or facilities

DoD, Defense Technical
Information Center
DOE, Cffice of Scientific
and Technical Information
NASA Technical Reports Server

Computer
Centers

Enable formation of virtual organizations through
computational and data grids
Preserve original or derived data
Previde facilities and vehicles for collaboration
Previde tools for data processing, access, and use
Previde training on use of tools for data processing, access, and use
Research and develop computational capabilities for science
and engineering
Store and process data

MNational Center for Supercomputing
Applications

Renaissance Computing Institute

San Diego Supercomputer Center

Standards
Bodies

Develop and promulgate data standards

Premote data sharing

Previde training on implementation of data standards

Publish books and periodicals on data standards and their use
Register service providers deemed competent in data standards

Clinical Data Interchange
Standards Consortium
Consultative Committee on

Space Data Systems

Audit/
Accreditation
Bodies

Accredit laboratories’ technical qualifications and competence
to carry out specific calibrations or tests
Articulate criteria and tools for assessing compliance with standards
Audit data production, management, preservation and
dissemination activities

Government Accountability Office

NIST, National Voluntary Laboratory
Accreditation Program

Research Libraries Group

Infermation
Distributors

Collect data from other producers

Previde access to bibliegraphic or other reference data
Prcvide peer review of publications

Previde access to publications

Previde access to original or derived data

Publish research results

Previde training en information dissemination and access
Preserve original or derived data

Freserve publications

EconData.Net

Elsevier

International Network for the Availability
of Scientific Publications

Internet Scientific Publications

Journdl of the American Medical Association

Thomson Reuters

Hardware
Software
Developers/
Suppliers

Previde tools for data production, processing, preservation,
access, and use

Research and develop computational capabilities for science
and engineering

IT industry
Open source software collaborations
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Exhibit C-2. Entities by Individuals

n ;_' g B g 5
ENTITIES 3 B 5 § 518

§ & 2 a ¥ (o

G a 8 B 2 B

“i = e | D‘_I i =

2 £

Research Projects X A X X X
Data Centers X X X X X X X X
[5tatistical Agencies
Libraries X X X X X
Information Service Providers (e.g., X X X X
Catalog Services)
Archives X X x
Museums X X X
Matianal/International Infrastructure X X X
{e.g.. NBII, NSDI)
STl Centers (OSTL, CASI, DTIC) x| X X X | X X X
Computer Centers (SDSC, NCSA) x X X X
Standards Bodies (CCSDS) X
Audit/Acoreditation Bodies x
Information Distributors (Including X 4 X
Publishers, Conference Organzers, Prass)
Hardware/Software Developers/Suppliers X X
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Exhibit C-3. Entities by Sector

- Rescarch & | Mot for
: Multi-Sector For-
Profs
Govemment Education Callaboration tfmmm, t NGE)f Profit
EMTITIES
Academic
Legidative | Executive | Judicial | K-12 | Vocational | Higher | International | National
Education

Research Projects X X X X X X X X x
Data Centers
[Statisucal Agencies X X X *x * X *
Libraries X X X X X X
fnfor.rnalinn Service X x X X X % X
Providers
Archives x X X X
Museums x X X
National/International X X X X
Infrastructure
STl Centers X
Computer Centers X x A X
Standards Bodies Xt X3 X X
AuditfAccreditation X
Bedies
Infermation Distributors X X x X
Hardware and Software s ‘
Developers/Suppliers X X X A &

Some agencies provide leadership for multi-sector collaboration,
Standards badies across the sactor include NIST,

Standards bodies across the sector indude 150,

Standards bodies across the secter include OGC.

Agencies may develop and distribute software tools/madels, ete
Collaboratives may develop software tools.

[ S R R
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Exhibit C4. Individuals by Role

INDIVIDU. ROLE

Dara center scientists Disciplinary scientists whe work in data centers and develep a special expertise in data management and data
science. Plan, manage, give scientific oversight and input to all phases of the data management cycle within the
data centerfarchive, including scientific specifications for software development to support data processing and
archival operations; managernent of these operations; validation and verification of data preducts; interoperability
links with ether archives and the literature; and design and management of data re-use products such as data
mining from archival products and catalog creation,

Data sdentists Scientists who come from Infermation or computer science backgrounds but learn a subject area and may
become scientific data curators in disciplines and advance the art of data science. Focus on all parts of the data [ife
cycle.

Librarians Focus en the functions — keeping and disposing of information and planning in regard to it. Generally not in the

“creation” role. Collect relevant information to manage through the life cycle based on scope and cover of the
library mission. Usually collect information from a variety of creating entities. Focus on the access and use of
data. Individuals work to standards of the library profession in organizing protecting, accessing, and documenting
data in the two main functions of the life cyele,

Archivists Select, preserve, and provide access to data and related information as records (j.e., collections organically
produced, structured, and interrelated in the course of scientific activity). Preserve the eriginal form, content,
and structure and sufficient contextual information about the producers and the activities in which the data were
produced to enable correct interpretation and informed judgment on their reliability and limitations. Not in the
ereation role.

Record Managers Flay a functional role between the creators of information and the archivists from a particular institutional
perspective. Focus on keeping and disposing, with emphasis on protecting and decumenting for institutional use.
Researchers Conceive, plan, experiment and analyze data to produce results for sdentific publication. Modelers who use data

(their own or that of other scientists) to develop and run models can be considered a spedfic class of researcher.
While most individual researchers focus primarily on data collection and analysis and do not usually focus on
documentation or preservation, some may carry out the full life cyde function far the data they create.

Students Assist researchers and or participate in experiment for school/thesis work, May be data producers,

Infe ion and Data Manag, Provide operational support to data T perations, including pipeline data processing, ingest into the

Specialists archive, archive management, data access and distribution oversight, production of use statistics, etc, Play the
roles similar to librarians, archivists, or records managers, but do not ily work to the ibrary profession
standards.

Computer Scientists, Engincers Design and develop software to support data management cperations (processing, archiving, distribution, ete}

and [T Specialists following scientist’s spedificat Deggn and develop (acquire) computer systems to support these operations,

ensuring specd, security, etc., as required by the project. This includes acquiring hardware, setting up networks,
and acquiring and installing systems software.

Journalists, Science Writers Translate data from highly sclentific fields to be available to other audiences with various levels of scientific
understanding.

Research Program Directors/Pelicy | Provide averall strategic direction and resaurce allocation for research programs. Focus on the planning functions
Makers for data,

HARNESSING THE POWER OF DIGITAL DATA FOR SCIENCE AND SQCIETY

212  Office of Science and Technology Policy



Changing the Conduct of Science in the Information Age June 28, 2011

Exhibit C-5. Individuals by Life Cycle Phase/Function

Data Life Cycle Phase Data Management Functions

Data Center Scientists X X X X X X X X

Data Scientists X X X X X X X X

Librarians x X X X X X X
7| Aschivists X x X X X X X

Record Managers X X X X

Researchers X X X

Students X X X

Infarmation and Data Management Speciali X X X X X X X

Computer Scientists, Engineers, and [T Specialists X x

Journalists. Science Writers X X X X X X X X

Research Program Directors/Policy Makers X

Exhibit C-6. Entities by Life Cycle Phase/Function

ENITiE Data Life Cycle Phase Data Management Functions
\ 5
Plan Create Keep Dispase Document Organize

Data Projects A X A X A

g
il
]
&
a

Data Centers [ Statistical Agencies X X

Libraries

Infarmation Service Providers X x

Archives

H|X|H|X|=x|*x
H X |=|=x|=x

Museums

MNational/International Infrastructure

5T1 Centers

E e A e
B B e e

Computer Centers
Standards Bodies
Audit/Accreditation Bodics

=

Information Distributors X X x

K X[ XXX X]|x|x[xX]|x
El B e B B B - B S B =

Hardware Software Developers/Suppliers X
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Appendix D

Related Documents
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A. Related Documents

IWGDD Key Digiral Data Bibliographical References
(Revised 04/08/08)
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“Audit of NSF's Policies on Public Access to the Results of NSF-Funded Research.” National Science Foundation,
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cuk/media/documents/programmes/

“Department of Defense: Information Sharing Strategy.” Office of the Chief Information Officer. White Paper/
Strategy. May 2007 YouTube Video. http://www youtnbe.com/watchv=850W0IyeS8s

“EIA 859 Handbook Highlights." National Archives and Records Administration. September 2004,
hirps: //ace dau.mil/GetAnachment aspxlid=33771& pname ~file§ lang=en 1S&aid=6882
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Papazoglou, Theodore, “IT-Based Approaches in Support of ERC’s
Mission to Support ‘Frontier Research’: First Experiences”

IT-based approaches in support of ERC's mission to support "frontier
research': first experiences

A contribution to the NSF-OISE Workshop "changing the Conduct of Science in the
Information Age", November 12, 2010

The present note is addressing one of the main objectives of the workshop from the research
funding agency perspective, namely the need to assess whether the projects for which
financial support is requested, as well as those already funded, are compatible with the
strategic aims of the organisation. The note shares, as example, the methodology that is
currently followed by the European Research Council (ERC) in order to be informed on
whether, firstly, its review system is successful in identifying proposals that address "frontier
research" and, secondly, the projects that are being funded do correspond to new and
emerging research areas. The underlying concepts of this approach is that information related
to the proposals/projects is in principle readily available via the presence of the Principal
Investigator and his/her research group on the WWW and the research literature (publications,
conferences, data etc.), and consequently there is no real need to "harass" him/her with
additional requests to the standard reporting obligations. On the other hand there is a plethora
of (mainly bibliographic) tools that could help identify "emerging fields" of research. The
challenge therefore will try to match ("correlate") these two categories of data and use this
information to assess the implementation of the scientific strategy. To note that the purpose of
this exercise was not to measure the direct structural impact of ERC-funded activities to areas
such as job creations, build-up of infrastructure etc. This is expected to be mainly done via the
analysis of the periodic reporting of the grantees and the assistance of a similar set of ancillary
studies.

The ERC work programmes 2008 and 2009 made provisions to fund Coordinated and Support
Actions (a 7" Framework Programme term to describe ancillary to the main instruments
projects/initiatives/studies) to support the monitoring and evaluation strategy of the ERC
Scientific Council. The calls were launched as "open call for proposals". The reason for this
decision was the intention to explore new approaches in the evaluation, as suggested by the
relevant scientific community. Two projects that use bibliometric tools were selected in the
framework of this exercise:

= DBF: Development and Verification of a Bibliometric model for the
Identification of Frontier research that started in October 2009 (3 years project,
ARC systems research and Institute for Scientific and Technical Information-CNRS
Nancy), aiming to provide a bibliometric monitoring of the peer review process of the
ERC grant schemes. Particular interest is devoted to the extent the grant applications
fulfil attributes of frontier research and the influence of these attributes on the decision
of the panels. For this purpose, bibliometric parameters will be elaborated and applied
on the relevant information available in the grant applications as well as in the relevant
publications authored by the applicants prior to their submission of their grant
application: Novelty (citations, "recentness", link to ERACEP-see below), Risk
("Market"-Share), Pasfeuresqueness (presence of industry); Interdisciplinarity
(variation of evaluation panels proposals were submitted).

= ERACEP: Emerging Research Areas and their Coverage by the ERC-supported
protects that started in October 2009 (3 years project, Fraunhofer Institute Systems
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and Innovation research and Leuven University — Faculty of business and economics),
attempting to identify emerging research areas and analyse to what extent the ERC
grants cover and contribute to these research areas. It intends to investigate how ERC
is performing in respect to its basic mission: “stimulate scientific excellence by
supporting and encouraging the very best, truly creative scientists, scholars and
engineers to be adventurous and take risks in their research”. The project uses the
following methodology (extract from ERACEP's 1% periodic report): "A set of ISI
Subject Categories in the sciences, social sciences and humanities with remarkable
growth in the last decade are defined. Twenty categories have been selected to
undergo further structural analysis; the objective is to identify new and/or emerging
topics within these subject matters. In particular, 13 fields have been selected from the
sciences, 5 from the social sciences and 3 from the humanities. The underlying data
have been retrieved from Thomson Reuters’ Science Citation Index Expanded (SCIE),
Social Sciences Citation Index (SSCI) and Arts & Humanities Citation Index (AHCI)
Jor the period 1998-2007. Cluster analysis in bibliometrics is traditionally based on
both citation links (bibliographic coupling, cross-citation, co-citation analysis) and
textual links (co-word analysis, term representation). Both approaches have
advantages and shortcomings. The main advantage of citation-based methods is their
discriminative power. This is contrasted by a serious disadvantage: Citation-link
matrices are extremely sparse and citation-cased methods tend to “underestimate”
links among documents. Furthermore, citation links generate binary measures which
are based on value 0 or I according as there is a citation link between two documents
or not. By contrast, text-based measures are based on term frequencies in documents,
which as such provide a natural weight underlying the similarity/distance measures
used for the analysis. Link matrices are furthermore less sparse than their
counterparts in the citation space. These advantages are cancelled out by two serious
problems: The lower discriminative power, which results in “overestimating” links
among documents and the dimensionality problem. At least the latter problem can be
compensated by Singular Value Decomposition (SVD) or directly by Latent Semantic
Indexing (LSI), which uses the first-mentioned algorithm".

Some initial technical obstacles as well as legal constraints will be reported during the
workshop in order to assist the participants to appreciate that even when "enabling
technologies" are in the disposition of a research funding agency, the challenges are still
significant.
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Pfeiffenberger, Hans, “Focusing on Social Constructs”

Briefing Document, NSF Workshop on April 26, 2010
“Changing the Conduct of Science in the Information Age”

Focusing on ,,Social Constructs®

Hans Pfeiffenberger,
Alfred Wegener Institut for Polar and Marine Research, Helmholtz Association
hans.pfeiffenberger@awi.de, www.awi.de/en, www.helmholtz.de/en

When we wonder how advancement of science came about, we may find as decisive
the curiosity and openminded-ness not just of scientists but of society, including the
willingness to spend money on science, and to provide it to specific people. On the
other hand, scientists had to be confident that their achievements would be valued,
intellectually and very practical as well. To keep both motivations in balance there
had to be mechanisms to certify the quality of each incremental contribution and to
make sure that each relevant piece of knowledge gained would contribute to the
advancement of science as a whole.

We know that since the 17" century there has been an extremely successful mix of
principles as well as their embodiment at the operational level: That each individual
contribution has to be reproducible — peer review providing a proxy for this
requirement in most cases - , and then re-usable — which is proven and
acknowledged by citation of the work, when others build upon it. Around these
“simple” constructs an ecosystem of self-organization of science and of service
providers such as publishers and libraries evolved.

Let us acknowledge that this system is, to a non-negligible degree, based on trust.
We trust that editors and reviewers maintain just the right amount of rigor in their task
and that commercial entities and memory institutions together produce and maintain
the records of science — all being overseen by “the” scientific community,
represented, e.g., by learned societies and agencies and trusts (sic!) funding
science.

How does this admirable system fare in the “information age”? Regarding the
classical article it is being upheld — and fiercely so! BUT, in many disciplines or sub-
disciplines the amount and import of information which is “off the records” of science,
not available to peer reviewers, in many cases not even recorded in formal lab
notebooks or laboratory information management systems, has increased
dramatically. Whether it is data in all of its incarnations or software to implement
models or data analysis: Its majority is not available, for all purposes of reproducibility
or re-use by third parties.

This imperfect certification of results, as well as the incompleteness of the records of
science as a whole, pose a significant danger: That the trust in the functioning and
the results of science is being eroded. (The image of an iceberg [1] of unknown
underwater extent comes to mind - a dangerous, colossal, beautiful challenge)

A new understanding of the way to conduct science in the information age
needs to incorporate an appropriate recognition of making data available for
reproducibility and re-use.

This has been addressed recently by learned societies and editorial boards in some
(sub-) disciplines, e.g. [2], by requiring that underlying data or more details about

221 Pfeiffenberger



mailto:hans.pfeiffenberger@awi.de
http://www.nsf.gov/cgi-bin/good-bye?http://www.awi.de/en
http://www.nsf.gov/cgi-bin/good-bye?http://www.helmholtz.de/en

Changing the Conduct of Science in the Information Age June 28, 2011

methods have to be supplied or published in parallel either before, when or
immediately after an articles has been accepted.

It should be noted that

= in most cases there is no requirement (or possibility) for reviewers to look at
these supplements during review

* it has been shown that mandates of this kind have frequently not been
honored to a satisfactory extent [3]

* requiring data underlying specific articles may invite - in too many cases —
delivery of (overlapping) fragments, but not of datasets re-useable as part of
resource or reference data collections

Considering this and similar observations about disappointing adherence to weak or
un-enforced Open Access mandates, one is lead to the alternative: Persuasive
incentive.

Indeed, when we look beyond the review of articles describing conclusions from data,
towards making data available for re-use, it will never be sufficient to rely solely on
mandates, e.g., by funders requiring data management plans.

It will be necessary, more effective and - above all - consistent with the scientific
method to expect and value the publication of data (and software) as potentially
equivalent to articles about conclusions, methods, instrumentation, models,
algorithms and whatever is considered a legitimate object of publication today.

In order to apply the concept of “Publishing” in its full meaning to data, we also
recognize that it is not sufficient to put it online on some server (not to mention on a
CD [4]) and to devise formats for the citation of data.

What is implicit in the concept of scientific publishing is the assessment and
certification of quality, the provision of access to results and finally their preservation
as “the scientific record”. If these measures would be extended to data, strong
incentive for sharing would clearly be present. How to provide certification will
strongly depend on each (sub-) discipline and its practices. In some cases it may
prove adequate to simply apply the well understood format and procedures of the
scientific journal [3], which also provides an unmistakable signal to cite data in
references. Elsewhere, the review may involve protocols or other collections of
detailed documentation. This needs to be complemented by “brand named" data
repositories or data libraries, which would be the other major source of trust.

[1] .,Research Data: Unseen Opportunities An Awareness Toolkit" commissioned by
the Canadian Association of Research Libraries (CARL) (2009)
www.carlabrec.ca/about/working_groups/pdf/data_mgt_toolkit.pdf

[2] Whitlock MC, McPeek MA, Rausher MD, Rieseberg L, Moore AJ (2010), “Data
Archiving”, American Naturalist 175:145-146 DOI:10.1086/650340

[3] B. D. McCullough, ,Open Access Economics Journals and the Market for
Reproducible Economic Research”, Economic Analysis & Policy, Vol. 39 No. 1,
March 2009

[4] Recommendation 7 , “Empfehlungen der Kommission "Selbstkontrolle in der
Wissenschaft" - Vorschlage zur Sicherung guter wissenschaftlicher Praxis®, /
,Proposals for Safeguarding Good Scientific Practice", DFG (1998)
www.dfg.de/en/research_funding/legal_conditions/good_scientific_practice/

[5] www .earth-system-science-data.net/general_information/about_this_journal.html
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Sauermann, Henry, “Discussion Points for Session 3: Social
Constructs; in Particular: Incentives”

Changing the Conduct of Science in the Information Age

Discussion points by Henry Sauermann, Assistant Professor, College of Management,
Georgia Institute of Technology

Session 3: Social Constructs; in particular: incentives

Data access Knowledge access Attribution

Pragmatic experience

Technical constructs

Social constructs

What is the social optimum?

* Do we really know what is socially optimal? Ultimately, it is the maximum possible generation
and use of knowledge.

* That means we should maximize the production and the use of knowledge. Key problem:
Maximum use of knowledge means it should be freely accessible, but that typically means
incentives for knowledge production are weak, Even if scientists are happy to give it away for

free, other players in the value chain may not be.
So, who are the relevant actors, what are their roles and interdependencies? A simple model:

* Researchers: take research funding from universities and funding agencies, produce knowledge,
submit to journals, Use other researchers’ output as input in their own work. Get paid and
promoted for output that is attributed to them.

® Publishers: take submissions, provide quality control (via review), provide infrastructure for
article (and data) storage and distribution. Can control publishing process, set standards ete.
Make money from subscriptions.

e Funding agencies: take money from government (or other sources), pick promising projects,
provide funding to researchers. Can control funding guidelines, disclosure requirements, can
determine what kind of prior output counts for getting grants. Get budget for showing results
from funded projects.

*  University administrators: take money from government, funding agencies, and others. Provide
research infrastructure to scientists. Can control tenure and promotion processes, determine
what “counts”.

e Need to consider how technological progress (session 2) changes the roles and the

incentives/costs/benefits of the various players.

The following table summarizes what this implies for incentives relating to data access, knowledge
access, and attribution, It also lays out some implications and policy levers. Note: the purpose is to
provide a template for our discussion, not to provide all the answers.
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Actor/Role
And interactions

Overall incentives and
determinants of
payoffs

Data access
Social optimum: open
access, high quality

Knowledge access
Social optimum: open
access, high quality

Attribution
Social optimum: n/a; only
indirect benefits

Individual scientists
->create incentives for
publishers (submissions)
—>create incentives for
universities (accept jobs)

Money, recognition,
job security,
knowledge, enjoy
research process,
research funding

e T&P process

Goal: use others’ data, do
not share own UNLESS
sufficient payoff to offset
loss of pubs

Goal: use others’ pubs,
disseminate own; short
cycle times; quality of
sources

Goal: perfect attribution
for own output

e Funding
mechanisms
e “intrinsic benefits”
Publishers Profit Goal: increase journal Goal: set access and price Goal: Perfect attribution

—>can create publishing
rules for scientists

e Subscriptions,
Output quality

quality through
replicability, decrease cost

such that profit is
maximized, quality

for own output (impact
factor etc.) BUT reduce

- control infrastructure e Subsidies creation cost. Set and
e Cost expl proprietary
standard.
Funding agencies Budget Goal: make data widely Goal: Maximize Goal: perfect attribution

—>co-determine payoffs for
scientists and universities
->can affect publisher
profits (subsidies)

—>can create infrastructure

e measurable
knowledge creation

available to maximize
measurable outputs

diffusion/access, quality

BUT reduce processing
cost (review process)

University administrators
- co-determine payoffs for
scientists

Research funding

University ranking

e Ownorexternal
ranking systems

Goal: ?

Goal: Maximize
diffusion/access

Goal: perfect attribution
BUT reduce processing
cost (T&P process)

Open Access Platforms as a
possible alternative to
publishers.

Maximize knowledge
creation and use

In reality, it will need
funding and goals will
depend on the funding
mechanism.

Goal: Maximize access,
quality

Goal: Maximize access,
quality

Goal: Perfect attribution
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Insights

Goal conflict b/w scientists
and others

Little goal conflict, except
for publishers who want to
optimize (vs. maximize)
access.

Perhaps different
standards regarding what
should be published
(quality control).

Little goal conflict in the
sense that all want good
attribution. But different
weights regarding what
should “count” (function
of quality and of the
nature of contribution).
Also, conflict over who
controls/operates, pays for
the system.

KEY POLICY GOAL: one
standard or at least
interoperability (cross-
walks)

Policy levers to think
about...

—incentivize data sharing
via T&P/funding criteria.
Careful: Forced sharing
reduces incentives to
produce data to begin with
->consider social value of
generating data vs. pubs
(big field differences)
->consider different uses of
data (with different
costs/benefits): for
replication/verification vs.
for new research. Scientists
more likely to share for
verification purposes.
->copyright and “fair use”
policy for data?

—>subsidize publishers to
encourage more openness
than would be profit
maximizing?

—rely on open (free?)
platforms — but who pays
for those?

-exploit digital value
chain to reduce cost — but
still need competition to
get publishers to lower
prices.

- consider new ways of
ensuring quality of
published output —
perhaps quality ratings of
scientific community
(amazon-style?)

—>subsidize publishers to
set up a system vs. create
a government run system
(through funding
agencies?)

create quality
control/categories/ratings
etc. to evaluate
contributions (should be a
flexible system that
provides raw data —users
can apply weights etc.
depending on their own
priorities)

—>support and enforce
open vs. proprietary
standard
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Schutz, Bernard, “Data Access: Digital Technology and Scientific
Communities”

DATA ACCESS: DIGITAL TECHNOLOGY AND
SCIENTIFIC COMMUNITIES
TALKING POINTS

B F Schutz
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DATA ACCESS: DIGITAL TECHNOLOGY AND
SCIENTIFIC COMMUNITIES
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+ Social issues need clarity if the conduct of science is to change in a positive way:
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DATA ACCESS: DIGITAL TECHNOLOGY AND
SCIENTIFIC COMMUNITIES
TALKING POINTS

+ Social issues need clarity if the conduct of science is to change in a positive way:

+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
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DATA ACCESS: DIGITAL TECHNOLOGY AND
SCIENTIFIC COMMUNITIES
TALKING POINTS

+ Social issues need clarity if the conduct of science is to change in a positive way:
+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?

Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data
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SCIENTIFIC COMMUNITIES
TALKING POINTS

+ Social issues need clarity if the conduct of science is to change in a positive way:
Ownership of research data: resolving the tension between confidentiality and openness; who decides?

Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

\TA ACCESS: DIGITAL TECHNOLOGY AND

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?
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DATA ACCESS: DIGITAL TECHNOLOGY AND
SCIENTIFIC COMMUNITIES
TALKING POINTS

+ Social issues need clarity if the conduct of science is to change in a positive way:
+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Y AND

+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication

+ Policy issues for data repositories; access to dato, access to metadata, preservation policy, data integrity, replication, etc
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+ Social issues need clarity if the conduct of science is to change in a positive way:

+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?

Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
Pohcy issues for data repositorles: dccess to data, access to metadatg, preservation pofﬁcy, data mtegrh‘y, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation
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+ Social issues need clarity if the conduct of science is to change in a positive way:

+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
. Pohcy issues for data repositorles: dccess to data, access to metadatg, preservation pofﬁcy, data mtegrh‘y, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:
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+ Social issues need clarity if the conduct of science is to change in a positive way:
+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

+  Rewards: is the effort put inte making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
+ Policy issues for data repositories; access to dato, access to metadata, preservation policy, data integrity, replication, etc
Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation
+ Technical issues must be solved, requires support by research funders:

+  Access control and security for archives, protection of confidential data, facilitating automated access
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+ Social issues need clarity if the conduct of science is to change in a positive way:
+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

+  Rewards: is the effort put inte making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
+ Policy issues for data repositories; access to dato, access to metadata, preservation policy, data integrity, replication, etc
Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation
+ Technical issues must be solved, requires support by research funders:
+  Access control and security for archives, protection of confidential data, facilitating automated access

+ Data integrity, preservation of provenance/attribution
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+ Social issues need clarity if the conduct of science is to change in a positive way:
+  Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

+  Rewards: is the effort put inte making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

+ s some data open by default? Example, data that immediately supports the claims in a publication
+ Policy issues for data repositories; access to dato, access to metadata, preservation policy, data integrity, replication, etc
Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation
+ Technical issues must be solved, requires support by research funders:
+  Access control and security for archives, protection of confidential data, facilitating automated access
+ Data integrity, preservation of provenance/attribution

Long-term preservation of data and access to it
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

|s some data open by default? Example, data that immediately supports the claims in a publication
Policy issues for data repositories: access to dala, access to metadato, preservation policy, data integrity, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:

Access control and security for archives, protection of confidential data, facilitating automated access
Data integrity, preservation of provenance/attribution
Long-term preservation of data and access to it

Metadata (the richer the better!): distribution, creation of indexes, creation of federated data sets
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

|s some data open by default? Example, data that immediately supports the claims in a publication
Policy issues for data repositories: access to dala, access to metadato, preservation policy, data integrity, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:

_“«'1

B F Schutz
Albert Einstein Institute

Access control and security for archives, protection of confidential data, facilitating automated access
Data integrity, preservation of provenance/attribution

Long-term preservation of data and access to it

Metadata (the richer the better!): distribution, creation of indexes, creation of federated data sets

Bandwidth and replication: the physical location of data when it is used
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

|s some data open by default? Example, data that immediately supports the claims in a publication
Policy issues for data repositories: access to dala, access to metadato, preservation policy, data integrity, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:

B F Schutz
Albert Einstein Institute

Access control and security for archives, protection of confidential data, facilitating automated access
Data integrity, preservation of provenance/attribution

Long-term preservation of data and access to it

Metadata (the richer the better!): distribution, creation of indexes, creation of federated data sets
Bandwidth and replication: the physical location of data when it is used

Local or remote computing (Grid, Cloud): the physical location of the computing resources that use the data
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

|s some data open by default? Example, data that immediately supports the claims in a publication
Policy issues for data repositories: access to dala, access to metadato, preservation policy, data integrity, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:

B F Schutz
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Access control and security for archives, protection of confidential data, facilitating automated access

Data integrity, preservation of provenance/attribution

Long-term preservation of data and access to it

Metadata (the richer the better!): distribution, creation of indexes, creation of federated data sets

Bandwidth and replication: the physical location of data when it is used

Local or remote computing (Grid, Cloud): the physical location of the computing resources that use the data

Creation of open community-usable tools to handle data, interface with local computing, perform intelligent search and retrieval
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+ Social issues need clarity if the conduct of science is to change in a positive way:

Ownership of research data: resolving the tension between confidentiality and openness; who decides?
Intellectual property rights for open data: attribution, publication palicy on new results extracted from the data

Rewards: is the effort put into making data publicly accessible regarded as having the same kind of merit as the research that leads to
a paper from the data?

|s some data open by default? Example, data that immediately supports the claims in a publication
Policy issues for data repositories: access to dala, access to metadato, preservation policy, data integrity, replication, etc

Standards: Adoption/creation of international standards (metadata, formats, glossaries, indices) to facilitate search, retrieval, exploitation

+ Technical issues must be solved, requires support by research funders:

B F Schutz
Albert Einstein Institute

Access control and security for archives, protection of confidential data, facilitating automated access

Data integrity, preservation of provenance/attribution

Long-term preservation of data and access to it

Metadata (the richer the better!): distribution, creation of indexes, creation of federated data sets

Bandwidth and replication: the physical location of data when it is used

Local or remote computing (Grid, Cloud): the physical location of the computing resources that use the data

Creation of open community-usable tools to handle data, interface with local computing, perform intelligent search and retrieval

User features: ability to "browse" data before extracting it local help desks: linking repositaries with virtual research labs; . ...
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Changing the Conduct of Science
A publisher’s perspective

Caitlin Trasande <c.trasande{@us.nature.com>
and Timo Hannay <t.hannay@nature.com>

& November 2010

Science is the ultimate collaborative, global human endeavour. The internet is the
ultimate collaborative, global communication medium. They seem made for each
other (and the web was, literally, made for scientists). Yet the whole-hearted
adoption of these technologies to further the goals scientific research and accelerate
the pace of discovery is neither natural nor inevitable. Numerous barriers slow and
even halt that progress, some technical or practical, others social or psychological.
This document attempts to identify some of these hurdles and briefly describe ways of
overcoming them.

DATA ACCESS

Encourage the creation of good software tools. By and large, the foundational
infrastructure that might enable scientists to organise, annotate and share their data
already exists. True, data is accumulating at an awe-inspiring rate. But even if we
cannot capture and process it all, we can in principle achieve a great deal with a lot of
it because storage, bandwidth and computing capacity have never been cheaper or
more abundant.

However, harnessing this power is not easy. The scientist himself is often the rate-
limiting step for optimally processing data. For example, skill sets needed for
managing digital data (e.g. sequences or images) vary dramatically depending upon
field, institute and laboratory. Some scientists (particular those in the physical
sciences) may be naturally adept and skilful digital data managers because working
programmatically with data is the norm in their field, whereas scientists in other fields
may lack any formal (or informal) training in managing digital data. It should be
noted that while the average bench scientist does not need a data centre, almost every
modern scientist needs software to analyse (and often generate/collect) data. The
following might help their efforts:

o Foster the creation of metadata standards (like MIAME), as well as the
expectation that scientists will routinely use them to annotate their data.

s Encourage the development of more and better software to make these tasks
less time- and labour-intensive. (Ideally, data annotation ought to be a
completely natural and integral part of the process of conducting experiments.)

¢ In particular, encourage the development of commercial software for
researchers (for example by making it clear where government-funded
providers will and won't operate, and by earmarking a certain proportion of
grant funding for the purchase of software tools).
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¢ Engage not just with publishing houses but also software houses and research-
equipment suppliers.

e Give credit to those researchers who are genuinely open with their data,
particularly when the data are used by others as a basis for their own research
(see Attribution section below).

¢ Develop a consensus of what basic digital data management and computing
skills are necessary to support high-quality data collection, processing,
annotation and management.

e Fund training programs or the development of courses to ensure that all
scientists have adequate competency in digital data management.

KNOWLEDGE ACCESS

Reward knowled ge sharing of all kinds. Modem science was born when a reward
structure was created that encouraged researchers to share their findings with each
other through pages of academic journals rather then keeping them to themselves.
Unfortunately these same incentives now have the perverse effect of discouraging
knowledge sharing by other means. And as the opportunities for communication in
the online world multiply (discussion forums, recommendations, wikis, file-sharing
sites, blogs, microblogs, comments, votes, and so on), the aggregate cost of these lost
opportunities grows. Whilst it is true that not all of these new means of
communication are equally well suited to scholarship (and perhaps that some of them
are downright counter-productive), the main reason that they are hardly exploited in
research is the fact that contributions of these kinds are not tracked or rewarded. In
the current incentive structure of science the author of the most influential academic
blogs is trumped by the author of the most inconsequential peer-reviewed paper. This
is patently wrong. Here are some ways it might be righted:

s Explicitly reward acts of self-arching in funder, institutional or other
repositories by tracking this activity, making the statistics available, and using
them in funding and appointment decisions.

s Similarly encourage the acts of posting preprints and blog entries, as well as
commenting on them. (Systems for ranking these contributions by quality will
be required, and any such system is vulnerable to gaming, but
countermeasures are also possible so this is not an insurmountable challenge.)

e Conversely, recognise that in certain circumstances access restrictions are a
feature, not a bug. (For example, where certain types of medical information
are concerned, and where a truly open discussion can only take place away
from the gaze of the globe and posterity.)

o Design a reward system for scientists who make themselves (and their
reagents, algorithms, etc.) available to others. This could be piloted by
tracking explicit acts of mentoring (e.g. evaluating PhD supervision).
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ATTRIBUTION

Support and use ID systems for researchers. It is a truth universally acknowledged
that actions are driven by incentives, and incentives by attribution and credit. A
substantial change in the way that science is conducted is difficult to imagine without
a corresponding change in the way that academic credit is tracked and assigned. It is
unfortunate, therefore, that perhaps the only scientifically significant objects in the
known universe that lack a robust identification system are scientists themselves.
Until the assignment and use of personal identifiers becomes routine, it will be next to
impossible to track and reward the wide range of activities in which a 21st-century
scientist ought to be engaged. Here are some ways of making it happen:

s Support and use of identifiers for researchers as a way of assigning credit for a
wide variety of contributions, and making the decisions that stem from this.
Encouraging the use of ORCIDs would be a good start: publishers should
make their creation and capture an integral part of the editorial process;
funders should use them to reward contributions to the common good.

e  While it is unrealistic (and arguably undesirable) to aim for One True Identity
System, a wild proliferation of systems would be counter-productive, so the
creation of new ones where existing ones suffice should be avoided.
Furthermore, interoperability with other identity systems is key — any system
that does not readily interoperate with others does not deserve support.

e Encourage researchers to see their IDs more like loyalty cards (i.e., a means to
gain credit for their contributions) than as social-security numbers (i.e.,
oppressive instruments of a potentially intrusive bureaucracy). Instill
confidence that identities and related data are secure. In this regard, useful
lessons might be learned from certain consumer markets.

s Recognise that identity (e.g., ORCID) is different from authentication (e.g..
OpenlD). Though the two are related, they are best kept distinct and should
not be confused with one another.

e Encourage the wide dissemination of activity data associated with personal
IDs, and hence the creation of a wide range of derived metrics and rankings.
Critics who point out that scientific research is too complicated to be
measured are correct, which is precisely why we need a proliferation of
metrics to encapsulate this complexity. This can only be provided by an open,
competitive market for metrics.

DATA GENERATION: PLACES,PEOPLE AND TRAINING

Support hubs of scientific activity and training. Core facilities are institutionally
managed shared experimentation resources (e.g. DNA and protein sequencing, light
and electron microscopy, mass spectrometry). They are professionally staffed and
designed to provide expert-led access to speciality equipment and technologies. Core
facility directors and staff often provide an array of services, including training on
specimen or sample preparation, operation of equipment and software, data collection
and analysis, as well as experimental design and interpretation of experimental
results. Core facilities represent a unique physical space where scientists from

247 Trasande and Hannay




Changing the Conduct of Science in the Information Age June 28, 2011

different fields cross paths — and cross-fertilize ideas — in the course of carrying out
their experiments.

Owing to their central and influential role in the creation of data and dissemination of
specialized knowledge, core facilities represent a valuable nerve centre of data-
centric scientifie activity. As such, core facilities staff members are well positioned
within the scientific network to propagate good data-related habits across an
institute’s research staff. To best make use of their role in science it would be
valuable to:

e Engage professional societies (e.g. The Association of Biomolecular Research
Facilities) in identifying and profiling core facilities at research institutes.
Centrally maintain these profiles. Keep these facility and staff profiles up—to-
date (e.g. as a condition of receiving ongoing federal funding).

e Identify key areas of in which good data-related habits would be most
beneficial to the widest scientific audience. (For example, standardizing the
annotation of experimental conditions in live cell imaging experiments.)
Establish professional standards for each of the key areas.

e Create incentives for core facility staff (e.g. develop standards for crediting
and attribution) to both a) provide the highest quality support to their
communities, and b) disseminate locally developed knowledge across core
facilities performing similar services.
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Data as an Enabler of Open Innovation
Challenges and Opportunities

Evelyne Viegas
Microsoft Research

evelynev@microsoft.com

It has not become any easier to find a needle in a haystack in the information age.

With over 20 billion pages, images, video and audio files on the surface web, and growing,
written in over 80 languages, delivered in different formats, and a deep web that has hardly
been indexed, finding information is not becoming easier. To reach near 100% accuracy and to
transform data into knowledge relevant to the information seeker, we need to go beyond string
manipulation and towards semantic data to better support information discovery and enable
decision making.

Data needs to be transformed in information and knowledge in the context of a user or
situation and neads to be accessible by anyone, from anywhere, at anytime.

To enable the paradigm data, information, knowledge, intelligence, much research and
innovation are still needed in various areas including technical, sociological, legal, economical
and societal. From a technical viewpoint, this means that researchers need to have access to
real world large scale data, some of which that cannot be made available without restriction
due to privacy and proprietary sensitivities. We focus below on three areas which present, in
our opinion, real opportunities to accelerate research while calling for some changes in the way
research is performed.

Cloud computing to address data overload — Cloud computing is evolving into a prerequisite to
developing applications due to the amount of data out there and data compute to process it:
multimedia data, social networks, computer vision. It is becoming more and more difficult to
move data around or to compute on it locally to perform research, and new models to conduct
data-driven research, such as cloud computing, are necessary. Being able to reproduce results is
at the core of scientific endeavors. However, today scientists by working on obsolete data
benchmarks they may be reproducing results of already obsolete trends. Should researchers
focus on available data sets at the expense of large scale timely data which changes regularly
and could be accessed via services? Of course such a proposition brings the challenges of
defining new models to support reproducibility when the data itself cannot be shared or when

the results are dependent on software when data is accessed via services. Is access to data,

iC) 2010 Microsoft Corporation. All rights reserved
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hard to find, enough of an incentive for a researcher to embrace new research models and
evaluations?

Data access with privacy in mind — Some data cannot be made available for research because
of some sensitivity attached to the data, such as for instance user logs which contain individual
privacy or business assets which contain commercial value. And yet, this is data which may yield
to societal discoveries if it could be analyzed. Data anonymization which allows performing
research has proven difficult in practice with well documented privacy breaches. Privacy-
preserving approaches may be helpful in some cases while being too restrictive to allow
research in others (e.g. privacy-integrated queries). Another approach, in line with cloud
computing, may be to leave the data securely hosted with the data owner, while allowing
dynamic access to it via a query engine or service (e.g. www.research.microsoft.com/web-

ngram which exposes n-grams probabilities to researchers based on the Bing search engine
index). With such an approach, it becomes easier to provide recent and timely data to be
accessed, but the notion of data benchmarks for science reproducibility can easily disappear.
Should we focus on sharing data or should we focus on data access and finding new models to
support science while accounting for the dynamicity of data?

Semantic Data for decision making — Data has become a 1% class citizen under different
multimedia encoding: text, speech, non verbals, images, videos, sensors, and semantics is
emerging as a unifying paradigm. In a knowledge-driven society the emergent ecosystem of
software and services for research will require technologies which enable machine-based
information management, analysis, reasoning, and inference. Products and tools from
information industries are underway to start delivering on the promise of semantic computing
(e.g. visual search, semantic search). However, we need further investment in and wider
deployment of semantics-based technologies, such as those demonstrated by research projects
funded by UK eScience and the NSF Cyber-enabled Discovery and Innovation programs, and
which can now be scaled up to web-scale via the emergent cloud computing infrastructure and
the availability of Linked Data.
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